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Abstract

Large language models have achieved success
on a number of downstream tasks, particularly
in a few and zero-shot manner. As a conse-
quence, researchers have been investigating
both the kind of information these networks
learn and how such information can be encoded
in the parameters of the model. We survey
the literature on changes in the network during
training, drawing from work outside of NLP
when necessary, and on learned representations
of linguistic features in large language models.
We note in particular the lack of sufficient re-
search on the emergence of functional units —
subsections of the network where related func-
tions are grouped or organized — within large
language models, and motivate future work that
grounds the study of language models in an
analysis of their changing internal structure dur-
ing training time.

1 Introduction

Recent advances in self-supervised learning, dis-
tributed training, and architecture improvements
have enabled training massive language mod-
els (Devlin et al., 2019; Brown et al., 2020; Radford
etal., 2019; Ma et al., 2020; Liu et al., 2019). As
these models have grown larger, so has their per-
formance and generalization to new tasks. Further-
more, these techniques have also shown substan-
tial improvements in learning multilingual (Chen
et al., 2020) and multimodal representations (Rad-
ford et al., 2021). These large language models
(LLMs) have advanced the state of the art in few-
and zero-shot tasks (Radford et al., 2019; Brown
et al., 2020; Radford et al., 2021). However, the
size of these models makes them difficult to eval-
uate, examine, and audit. What structures emerge
from training these neural networks? What internal
representations do these networks learn?

In part, this opacity is implicit in the models
themselves. Many of the fascinating capabilities of

LLMs are “implicitly induced, not explicitly con-
structed” emergent properties (Bommasani et al.,
2021). Emergent properties are those that result
from the structural relations and interactions be-
tween a system's components (Ablowitz, 1939;
Callebaut and Rasskin-Gutman, 2005). One way
of characterizing the emergence of useful proper-
ties from complexity is through self-organization,
wherein complex systems come to develop ordered
patterns from the interactions of their components
(Gershenson et al., 2020). Interactions between
the parts of a system can produce complex global
behavior, for example in the collective behavior of
ants, flocking in birds (Cucker and Smale, 2007),
or in the brain and central nervous system (Dresp-
Langley, 2020; Brown, 2013). In the context of
deep learning models, qualitatively different be-
havior has been observed during phase transitions
in model size or training steps (Steinhardt, 2022).
Current research on understanding the generaliza-
tion abilities of LLMs has largely focused on the
degree to which they learn various linguistic fea-
tures (e.g. syntax) that would support performance
on diverse downstream tasks. Our goal instead is to
motivate research that grounds the learning of these
higher-level representations, and from there, LLMs
generalization abilities, in the emergent structures
that result from self-organization within the net-
works.

To analyze LLMs themselves, we survey current
research on the following topics and identify gaps
in the literature. First, we turn to the development
of internal representations of important features of
language (e.g. syntax). Second, we look at the
structure of the network (neurons, weights, etc.),
how it evolves over time, and the emergence of
functional units therein. In each case, we include
not only research related to trained models, but also
the changes that result over training time (termed
training dynamics). Most research has focused
on the aforementioned internal representations and
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their connection to the downstream performance
and generalization ability of LLMs, with only lim-
ited work on how the network structure changes
over time and that change’s connection to those
representations. We aim to motivate research that
not only applies work on the emergent structures
within networks from outside of NLP to LLMs, but
also develops a language-specific account of useful
functional units that emerge in LLMs. Moreover,
we identify methods for studying emergence and
self-organization in complex systems with poten-
tial applications to analyzing LLM training dynam-
ics and behavior. We conclude with a survey of
explainability methods that allow researchers to
connect structure with function.

2 Internal Representations

Linguistic Structure Representations A signifi-
cant current area of research is dedicated to inter-
preting language models from a linguistic point of
view. The motivation is to know to what extent
models “understand” language, and more specif-
ically, to what extent their generalizations over
language agree with the generalizations about lan-
guage described by linguistics. Following the
hierarchy of language levels (morphology, syn-
tax, discourse) (Dalrymple, 2001), experiments
in probing studies typically address models’ pro-
ficiency on a certain level of language. This
line of research typically comes down to analyz-
ing how linguistic structures are represented in
a model’s knowledge. Such structures represent
syntagmatic/paradigmatic mechanisms of language
(how language units combine and alternate, respec-
tively). It is believed (McCoy et al., 2020) that
rediscovering these structures would help models
get closer to humans performance on a variety of
tasks.

Probing Methods to Test for Linguistic Struc-
ture Probing tasks measure the linguistic aware-
ness of a model’s components, such as layers (Ten-
ney et al., 2019) or groups of neurons (Durrani
et al., 2020), by training an auxiliary model, the
probe, on annotated data. Datasets providing such
linguistically annotated data are called probing
datasets, and cover a wide variety of properties
(parts of speech, parse trees, etc.). A high perfor-
mance of a probe model on a linguistic task implies
that the representation tested encodes the property
of interest. Several studies using probing methods
have reported high accuracy predictions in identi-

fying the underlying linguistic structure (Belinkov
et al., 2017a,b; Peters et al., 2018; Tenney et al.,
2019; Conneau et al., 2018; Zhang and Bowman,
2018; Alain and Bengio, 2017; Hewitt and Man-
ning, 2019; Hewitt and Liang, 2019).

However, high performance may have confound-
ing factors; there is uncertainty on whether the
probing tasks properly test if representations ac-
tually encode linguistic structure and on how to
interpret the results of probes (Hewitt and Liang,
2019; Zhang and Bowman, 2018; Voita and Titov,
2020; Pimentel et al., 2020b). Toward that end,
the following section reviews several probing ap-
proaches in the context of language models, and
the evaluation criteria used to determine the profi-
ciency of a probe.

Grammatical and Semantic Probing Given the
excellent performance of pre-trained representa-
tions on numerous linguistic tasks (Kitaev and
Klein, 2018; He et al., 2018; Strubell et al., 2018;
Lee et al., 2018), several studies have explored how
semantic and grammatical knowledge are encoded
within language models. Syntactic and morpho-
logical probing encompasses tasks that identify
grammatical structure underlying the vector rep-
resentations within pre-trained models, whereas
semantic probing tasks investigate what meaning
is conveyed within the representation.

Earlier work using part of speech (POS) and
morphological tagging (Belinkov et al., 2017a) in-
dicated that syntactic information may be encoded
in layers of neural models. More recently, investi-
gations have considered whether models learn to
embed entire parse trees in their representations.
In Hewitt and Manning (2019), the authors out-
line structural probing as a method to identify hi-
erarchical, tree-like, structures from vector repre-
sentations of language via the syntactic distance
between embeddings. Their results across several
large language models suggested that Transformer
model encodings possess some hierarchical linguis-
tic structure.

Several studies conducted probing experiments
in multilingual settings. Chi et al. (2020) high-
lighted syntactic generalizations in multilingual
language models via structured probing, and Sahin
et al. (2020) propose a framework for multilingual
morpho-syntactic probing, with 15 probing tasks
for multiple languages, showing that, while cross-
lingual typological regularities can be found with
probing, probing dataset properties strongly impact
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the results (see Section 2.2 for more details about
multilingual models).

Probes have also been used to measure semantic
information within language model representations.
The authors of Belinkov et al. (2017b) posed a
semantic-class labeling task and found that higher
layers of a model tend to perform better at seman-
tic tagging. Similarly, semantic labeling tasks have
been used to indicate that contextualized represen-
tations may encode multiple meanings within a
single vector (Yaghoobzadeh et al., 2019). Con-
trarily, edge probing, developed by Tenney et al.
(2019), implied that contextualized embeddings
show larger gains on syntactic tasks as opposed
to semantic ones (with only modest performance
gains against non-contextualized baselines). There
is no general evidence on how exactly language
levels are distributed across model layers (Rogers
et al., 2020).

Information Theoretic Probing Information-
theoretic probing characterize tasks as a way of esti-
mating the mutual information between an internal
representation and the linguistic property of inter-
est (Pimentel et al., 2020b; Pimentel and Cotterell,
2021; Voita and Titov, 2020; Pimentel et al., 2020a).
Many of these approaches highlight the need to for-
malize the “effort” required in encoding a linguistic
property, often via some form of a control function
(Pimentel et al., 2020b). Counter-intuitively, work
from Pimentel et al. (2020b) suggest that the “best”
probes are ones that always perform highest on the
task; their argument is that “learning” the task is
equivalent to encoding the linguistic property in
the initial representations. They provide approxi-
mations to calculate information gain, finding that
BERT models contain only 12% more information
than non-contextualized baselines.

Criticisms of accuracy-based performance met-
rics have argued that these methods are sensitive
to structure, randomization, and hyperparameter
selection (Voita and Titov, 2020; Hewitt and Liang,
2019; Zhang and Bowman, 2018; Pimentel et al.,
2020b). As an alternative, the minimum description
length (MDL) offers an information theoretic view
on probe quality (Voita and Titov, 2020). Formally,
it describes the “minimum number of bits required
to transmit labels, knowing the representations”,
where better probes are those with smaller code-
lengths, as they suggest the information available
in the representation is sufficiently accessible to
solve the task. Prior studies have shown the MDL

metric is robust and resilient to randomness (Voita
and Titov, 2020). In comparison to the original
POS tagging of Hewitt and Liang (2019), the MDL
metric consistently distinguishes between the lin-
guistic versus the control tasks across differences
in hyperparameters and random seeds. Similarly,
following Zhang and Bowman (2018), evaluation
using MDL revealed longer codelengths for ran-
domly initialized models as opposed to pre-trained
ones.

2.1 Evaluating Probing Performance

Several studies have highlighted the need for inter-
pretable performance scores on probes (Belinkov
etal.,2017b; Peters et al., 2018; Tenney et al., 2019;
Conneau et al., 2018; Zhang and Bowman, 2018;
Alain and Bengio, 2017; Hall Maudslay and Cot-
terell, 2021). Two common themes have emerged
for evaluating the proficiency of a probe: selec-
tivity through control tasks and high informatic
overlap via control functions (Hewitt and Liang,
2019; Pimentel et al., 2020b; Zhu and Rudzicz,
2020). Recent work suggests that both approaches
yield comparable results empirically with similar
error terms theoretically (Zhu and Rudzicz, 2020).

Control Tasks Selectivity is the trade-off be-
tween complexity and performance of the linguistic
task. A “good” probe refers to one that performs
highly on linguistic tasks, but poorly on control
tasks, thus limiting the ability for a probe to “mem-
orize” the task (Hewitt and Liang, 2019).

Arguments preferring “simpler” probes claim
that these models should find “accessible” informa-
tion within the representations (Shi et al., 2016).
The simplest probes employ linear functions, yet
more complex probes have been commonly used,
including multi-layer perceptrons (MLP) or kernel
methods (Belinkov et al., 2017a; Conneau et al.,
2018; White et al., 2021; Adi et al., 2017), suggest-
ing that some linguistic properties may be encoded
non-linearly. Linear functions and MLPs are still
commonly in use (Tenney et al., 2019).

Prior works within the probing literature have
also explored how the size of training data can in-
fluence the performance of the probe (Zhang and
Bowman, 2018; Hewitt and Liang, 2019). In an
investigation considering probes of pre-trained lan-
guage models and an untrained baseline on two
syntactic tasks: POS tagging and Combinatorial
Categorical Grammar (CCG) super-tagging (Hock-
enmaier and Steedman, 2007), probes with an un-

148



trained baseline model could surprisingly attain
high performance compared to pre-trained models
(Zhang and Bowman, 2018). However, the probe
performance decreased dramatically when reduc-
ing the amount of available training data when com-
pared to the pre-trained models. This suggested
trained encoders captured enough syntactic infor-
mation, beyond simple word-identities, which en-
abled these representations to achieve high perfor-
mance on the linguistic tasks.

An extensive study on selectivity proposed sev-
eral control tasks for POS tagging and dependency
edge prediction (Hewitt and Liang, 2019). Across
an array of probe architectures (linear, MLP-1,
MLP-2) and hyperparameters, this investigation
considered the effect of the hidden state dimen-
sionality (size), number of training examples, regu-
larization, and early stopping. The most effective
probes were those with constrained hidden dimen-
sions, yielding the most selective probes.

Control Functions Control functions compare
the mutual information against a property of inter-
est and the representation before and after the func-
tion is applied. The objective is used to measure the
information gain of the representation. In Pimentel
et al. (2020b), control functions were used to com-
pare BERT contextualized models against FastText
(Bojanowski et al., 2017) and a one-hot encoding
on POS tagging. Curiously, their results suggested
that BERT models only marginally improved infor-
mation gain against these simpler baselines.

2.2 Emerging Multilingual Structures

Multilingual large language models, such as multi-
lingual BERT (mBERT) (Devlin et al., 2019; De-
vlin, 2018) XLLM (Conneau and Lample, 2019) or
XLM-R (Conneau et al., 2020a) have shown im-
pressive results when used for (zero-shot) cross-
lingual transfer; that is, when the pre-trained mul-
tilingual language model is used as the basis for a
task-specific model that is applied to a language in
which it was not trained for. Their efficiency was
proven in a wide variety of tasks, such as sentiment
analysis, natural language inference, and question
answering, to name a few.

Prior to the immense popularity of Transformer-
based models, two approaches of using word
embeddings for cross-lingual tasks have shown
promising results. In the first, representations are
learned separately from individual languages and
then aligned to a shared space, thus producing

cross-lingual word embeddings (Ruder et al., 2019),
that in turn, are used on the target language. In the
second, multilingual representations are learned by
jointly training over multiple languages. Artetxe
and Schwenk (2019), for example, trained a BiL-
STM over 93 languages using parallel corpora, pro-
ducing “universal” embeddings that were success-
fully used in various tasks.

The same two approaches are being explored
with large language models. In Conneau et al.
(2020b), monolingual BERT models that were
trained separately for different languages produced
similar (easily-aligned) representations. Pires et al.
(2019) and Vuli¢ et al. (2020) further showed — as
expected — that the similarity depends on the typo-
logical distance between the languages. Universal
language-agnostic embeddings also emerge when
training multilingual models, even when no explicit
connection (such as parallel corpora or bilingual
dictionaries) between the languages is used during
training, such as in the case of mBERT.

Multiple works looked into the factors that con-
tribute to the successful transfer. These include
domain and language similarity, shared parame-
ters, and perhaps the most straightforward factor:
common (sub-) words between the languages (Wu
and Dredze, 2019; Conneau et al., 2020b; Pires
et al., 2019). Interestingly, Conneau et al. (2020b)
and K et al. (2020) showed that the universal rep-
resentations do not heavily depend on shared vo-
cabulary; instead, multilinguality emerges directly
from the fact that parameters are shared in training,
from the structure of the network, and is affected
by common characteristics of the languages, such
as word order (Dufter and Schiitze, 2020). Pires
et al. (2019) discovered that mBERT can also suc-
cessfully transfer between languages with differ-
ent scripts, and that generalization goes beyond
the lexical level, and Chi et al. (2020) found that
syntactic features representations in mBERT over-
lap between languages. Still, Ahmad et al. (2021)
have shown that augmenting mBERT with syntac-
tic information can improve cross-lingual transfer
performance.

The size of each language's corpus in the lan-
guage model's training set has been shown to be
decisive for transfer to that language. Thus, low-
resource languages often benefit more from the
joint training (Wu and Dredze, 2020), while lan-
guages with abundant resources often achieve bet-
ter performance when trained on their own (Nozza
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et al., 2020; Lewis et al., 2020).

2.3 Training Dynamics of Internal
Representation Development

Training dynamics is an emerging field of research,
promising to improve our understanding of knowl-
edge acquisition in neural networks and offering in-
sights into the utility of pre-trained models and em-
bedded representations for downstream tasks. Most
studies of Transformers (e.g. ROBERTa (Zhuang
et al., 2021)) and LSTMs (Hochreiter and Schmid-
huber, 1997) agree that models acquire linguistic
knowledge early in the learning process.

Local syntactic information, such as parts of
speech, is learned earlier than information encod-
ing long-distance dependencies (e.g. topic) (Liu
et al., 2021; Saphra, 2021). Exploration of AL-
BERT (Lan et al., 2019) and LSTM-based networks
reveals different learning patterns for function and
content words with more fine-grained distinctions
within these categories including part of speech
and verb form (Saphra, 2021; Chiang et al., 2020).

Differences in learning trajectory were also ob-
served between layers. In LSTMs, recurrent lay-
ers become more task-independent over the course
of training, while embeddings become more task-
specific (Saphra, 2021). In Transformer-based ar-
chitectures, i.e.. ALBERT and ELECTRA, Chiang
et al. (2020) observe differences in performance
patterns between the top and last layers. Simi-
larly to other areas of research in NLP, most of
the literature on training dynamics concentrate on
English-language models. Another possible direc-
tion for future work is extending studies conducted
on LSTMs to more widely used Transformers.

2.4 Critique of Testing Methods

Recent research has complicated the picture of
grammar learning presented in Sections 2, 2.2,
and 2.3. Specifically, there have been two sepa-
rate but related types of critique leveled at probing
and grammar learning. First, specific to probing,
researchers question whether probes really iden-
tify linguistic representations at all. Secondly, and
more fundamentally, it is unclear to what degree
language models even learn grammar.

Hall Maudslay and Cotterell (2021) suggest that
semantic “cues” may contaminate syntax probes,
making it difficult to evaluate their scores. By
employing “Jabberwocky probing”, where pseudo-
words with no lexical meaning replace the original
components of the sentence in a way that preserves

grammar, the authors discovered that performance
of syntactic probes considerably dropped for large
language models, calling into question whether syn-
tactic probes actually isolate syntactic knowledge
withing language models.

A more fundamental issue for syntax learning
in language models has been their performance
when trained on perturbed or permuted data. Sinha
et al. (2021) use a variety of word order permu-
tations that preserve distributional information to
isolate whether what language models learn is ac-
tually syntax. Word order has been assumed to
be important not only for natural language under-
standing by humans but also by language models,
particularly for learning syntax. Surprisingly then,
word order appears to have less influence than one
would expect on the downstream performance of
language models and their performance on prob-
ing tasks. In part, the authors note that some syn-
tax information can be acquired during fine-tuning
to sufficiently answer tasks that require it. More-
over, in the context of syntax probes, the authors
note that “while natural word order is useful for at
least some probing tasks, the distributional prior of
randomized models alone is enough to achieve a
reasonably high accuracy on syntax sensitive prob-
ing”. Furthermore, the results distinguish between
parametric and non-parametric probes, where per-
formance on the latter using randomization models
degrades significantly. This degradation provides
evidence that non-parametric probes are able to test
for syntax learning in ways that parametric probes
cannot. Similarly, O’Connor and Andreas (2021)
use syntax-level perturbations and ablations to con-
clude that the information in context windows most
useful to language models are local ordering statis-
tics and content words, e.g. nouns, verbs, adverbs,
and adjectives. In other words, it does not appear
that language models make use of syntactic or other
structural information in the context window.

2.5 Further Research

Despite recent probing studies providing a closer
look at how linguistic structures are distributed in
language models, it is an open question to what ex-
tent this knowledge acquisition differs from that of
humans. While grammatical structures tend to be
learned much faster than downstream knowledge
(Conneau et al., 2018), there is still room for the
study of more specific questions, such as whether
models require more time to acquire the grammar
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of polysynthetic languages, as has been reported
for humans (Kelly et al., 2014).

Another remaining open question is whether lin-
guistic structure knowledge can be transferred be-
tween models with the neurons initialization mech-
anism (Durrani et al., 2021). While rough re-use of
neurons is proven to be helpful in model initializa-
tion (Sanh et al., 2019), for instance, such neuron
“surgery” would potentially lead to even quicker
acquisition of grammatical knowledge.

Generally speaking, the performance of multi-
lingual models is inferior to that of monolingual
ones, especially when enough resources are avail-
able. Yet, high-quality multilingual models remain
a desired objective that can particularly benefit low-
resource languages. Further understanding the fac-
tors that enable learning language-independent rep-
resentations is key for developing better multilin-
gual training or cross-lingual fine-tuning strategies,
especially for transfer between less similar lan-
guage pairs. A particularly interesting question is
whether some tasks require more language-specific
adaptation, because, for instance, they depend on
linguistic information that is currently not general-
ized well enough in multilingual LLMs.

3 Self-Organization and the Emergent
Structure of Networks

3.1 Network Structure

Inspired by the architecture of biological neural
networks (BNNSs) and their adaptability to various
tasks, where neurons and circuits are capable of
self-organization, many researchers have investi-
gated how Artificial Neural Networks (ANNs) can
be seen as emergent structures, where interpretabil-
ity of an ANN's parameters can help us to inspect
their functional modularity. Broadly, researchers
have approached this by identifying patterns in the
weights or neurons especially through subgraphs
of the network.

Branch specialization is the organization of
branches — or “sequences of layers which tem-
porarily don’t have access to ‘parallel” information
which is still passed to later layers” (Voss et al.,
2021) — of the network into functional units, across
different architectures and tasks (Zhang et al., 2020;
Bunel et al., 2020; Voss et al., 2021; Rossig and
Petkovic, 2021). It is somewhat similar to how
neurons are connected by synapses, forming small
functional units called neural circuits that can be
specialized for specific tasks, such as to “medi-

ate reflexes, process sensory information, gener-
ate locomotion and mediate learning and memory”
(Byrne et al., 2012; Luo, 2021). In their work on
AlexNet, Voss et al. (2021) provided initial evi-
dence of self-organization of neurons and circuits
(subgraphs) into functional units in a neural net-
work. This self-organized emergent structure is
consistent “across different architectures and tasks”.
A look at evolving neural structures gives another
perspective. Inspired by neural architecture search
(NAS), So et al. (2019) presented “a first neural ar-
chitecture search conducted to find improved feed-
forward sequence models”, where the search space
contains five branch-level search fields. Recently,
So et al. (2021) introduced Primer (PRIMitives
searched TransformER), which can add improve-
ments in the pre-training and one-shot downstream
task transfer regime. However, branches are used
just for the initialized multi-head attention.

Weight banding is the uniformity in the orga-
nization of the weights in a final layer. In neural
networks, weights are parameters that can trans-
form the input data between the network's hidden
layers. Weight banding resembles another biolog-
ical phenomenon when a neuron multiplies each
input with a synaptic weight, which is represented
as a number that highlights the importance assigned
to that input. The weighted inputs are summed up
in what represents the neuron's output (Iyer et al.,
2013). Petrov et al. (2021) note that many vision
models display a uniform pattern in their final layer.
They investigate the nature of this structural phe-
nomenon, connecting it ultimately to architectural
choices in the network and noting that weight band-
ing can serve as a method of preserving spatial
information.

Clustering is the grouping of neurons or subnet-
works into units that can be used for specific tasks
(Hod et al., 2021). Starting from the fact that modu-
lar systems allow us to have a better understanding
of a system if we can inspect the function of indi-
vidual modules, different clustering methods for
neural networks were proposed. Li et al. (2020) de-
signed a modular neural network based on feature
clustering to decompose features into clusters with
each module processing different features. These
modules work in parallel for a singular task. Filan
et al. (2021) proposed a spectral clustering algo-
rithm for decomposition of trained networks into
clusters, finding that networks can have some sense
of modularity and suggested further work related
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to clusterability in various domains.

Modularity focuses on the reusability of sub-
networks for multiple tasks (Happel and Murre,
1994; Shukla et al., 2010; Csordas et al., 2021). In
Csordas et al. (2021) neural networks trained on
algorithmic tasks appear to fail to learn general,
modular, compositional algorithms, and require
specific subset weights to handle a particular com-
bination of the input tokens. With these findings,
Csordas et al. (2021) suggest further research about
“function dependent weight sharing in the neural
networks”. Reusable multi-task subnetworks may
also be discovered via Neural Architecture Search
(NAS) methods (Pham et al., 2018). Pasunuru and
Bansal (2019) leverage a technique called multi-
task architecture search (MAS) to find multi-task
cell structures in RNNs, capable of generalization
to unseen tasks.

3.2 Training Dynamics of Network Changes

Understanding the change in network structure over
time is equally as important as identifying structure
in trained models. Here, the focus is on how the
parameters of the model change over the course
of training, which can give insight into the types
of inductive biases that develop and shed light on
the nature of LLMs’ abilities to generalize. The
most recent work covering this in the context of
LLMs focuses on parameter norm growth, which
refers to the growth of the /5 norm during training
time. According to Merrill et al. (2021), neural
networks learn successfully due to inductive biases
introduced during training. Norm growth induces
saturation in Transformer models, which reduces
the attention heads to “generalized hard attention”.
The authors find that computations for argmax and
mean are reducible to saturated attention, which
partially explains why saturated Transformer mod-
els can learn counter languages, a kind of formal
language, and may play a broader role in explaining
their generalization abilities.

3.3 Further Research

As we have noted, most of the work on network
structure is currently outside of NLP, either dealing
with general ANNs or specific to Computer Vision
with AlexNet and general convolutional networks
trained on ImageNet (Voss et al., 2021; Petrov et al.,
2021). This work should be replicated in the con-
text of LLMs to test for the existence of language-
specific functional units and, more generally, deter-
mine whether there are internal network structures

that support the learned representations we discuss
in Section 2. Likewise, since this research is still in
its infancy, it is focused on simple emergent struc-
tures. Future research can incorporate higher-order
emergent structures (Baas, 2000), new methods of
structure detection in networks (Aktas et al., 2019),
and even detection of structures whose form is not
explicitly specified (Shalizi et al., 2006).

Additionally, by viewing the neural networks
in question as time-evolving complex systems we
can leverage older research on self-organization
that has yet to be applied to understanding LL.Ms.
In particular, Ball et al. (2010) provide a method
for quantifying self-organization based on persis-
tent mutual information. Likewise, Shalizi et al.
(2004) ground self-organization in information the-
ory and Shalizi (2003) extends this method to a
general class of undirected graphs. Methods such
as these can be used to identify and quantify self-
organization in LLLMs and better understand their
emergent behavior.

4 Connecting Structure to Function:
Explainable AI (XAI)

The rapid increase in the adoption of Al models in
recent years and their growing impact on human
lives created a need for techniques that offer insight
into the models internal operations.

Since attention-based models (Vaswani et al.,
2017) have become state-of-the-art tools in NLP,
there have been numerous attempts to provide some
understanding of their predictions by visualizing
the attention layer. However, these approaches
have been criticized for their inability to produce
meaningful and coherent interpretations (Wiegreffe
and Pinter, 2019; Bastings and Filippova, 2020;
Serrano and Smith, 2019). To address these limi-
tations, Ghaeini et al. (2018) examine the saliency
of attention and LSTM gating signal in the inter-
mediate layers of ESIM models, an architecture de-
signed for natural language inference tasks (Chen
et al., 2017). Their results show that visualizing
attention saliency allows identifying which parts
of the premise and hypothesis contribute most to
the final score. Moreover, attention saliency maps
compared across different ESIM models reveal dif-
ferences in focus that reflect the differences in their
predictions. According to this study, using saliency
is much more effective than using attention alone.

Another approach to revealing how decisions are
formed across network layers is erasure, where fea-
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tures are deemed irrelevant if their removal has a
minor effect on the prediction. De Cao et al. (2020)
extend this method to learned masking and adapt
it to measure the importance of intermediate states
rather than the inputs. They run the proposed DIFF-
MASK method on BERT (Devlin et al., 2019) and
find that separator tokens play an important role
in the input layer for question answering but not
for sentiment classification, a task where adjectives
and nouns are kept for much longer. Given that
separators serve as delimiters between the ques-
tion and the context, these differences shed light on
the connection between the internal latent structure
and the task, marking a step toward gaining some
understanding of the information flow in the model.

Applying neural models to the NLP domain
poses specific challenges. This opens the way for
research on the extent to which language-specific
characteristics, such as compositionality of mean-
ing, are reflected in the internal representations of
neural networks. The work by Li et al. (2016) lever-
ages several methods including variance-based and
first-derivative saliency (a technique inspired by
back-propagation), to study how models deal with
compositionality of meaning, e.g., negation, in-
tensification and combining meaning from differ-
ent parts of the sentence. The study of recurrent,
LSTM and bi-LSTM networks across time steps
finds that, as decoding proceeds, the task (language
modelling) gradually prevails overbuilding word
representations.

An integrated gradients (Sundararajan et al.,
2017) based method of finding neurons that en-
code individual facts has been proposed by Dai
et al. (2021). This approach builds on the ob-
servation that large pre-trained language models
can remember factual knowledge from the training
corpus. The authors find that knowledge neurons
are located in the feed-forward network of BERT
and view these two-layer perceptron modules as
knowledge memories in the Transformer architec-
ture. The method allows for explicit editing of spe-
cific factual knowledge by manipulating the corre-
sponding knowledge neurons with only a moderate
influence on unrelated knowledge. These findings
are in line with a work by Meng et al. (2022) that
localizes factual knowledge to the feed-forward
layer. Further, this approach makes a distinction
between the notions of knowing and saying a fact
and concludes that, while the feed-forward layers
encode the former, the latter is attended to by the

late self-attention.

Other approaches, e.g. SHAP, DeepLift and
LIME (Lundberg and Lee, 2017; Shrikumar et al.,
2019; Ribeiro et al., 2016) can reveal dependencies
missed by the methods discussed here. In NLP,
the key challenges include performance and, where
applicable, choosing an adequate baseline for word
embeddings. The dynamic progress of research
in natural language processing has led researchers
to review and analyze existing methods of inter-
preting neural models (Belinkov and Glass, 2019;
Danilevsky et al., 2020). While the emerging field
of explainable AI (XAI) is seeing faster growth, a
path for research and discussion on the desired eval-
uation criteria of interpretation methods is opening
up (Jacovi and Goldberg, 2020).

5 Conclusion and Future Directions

In this paper, we provide an overview of research
on network structure, linguistic feature learning,
their training dynamics, and explainability research
that aims to connect network structure and func-
tion. In doing so, we highlight gaps in the liter-
ature and opportunities for future research, both
in each individual research area and as a broad
proposal for grounding research in understanding
large language models. We highlight a few areas
of future research as particularly important given
the gaps in the current literature. For the study of
how, and whether, linguistic structures are learned
by language models, more work is needed to under-
stand the training dynamics of this learning across
a variety of model scales and architectures. More
fundamentally, there is disagreement about what
it means for a model to “encode’ linguistic struc-
tures such as syntax, particularly in a multilingual
setting.

More broadly, nascent work on the self-
organization of neurons and subnetwork structures
that emerge during training time has largely not
been applied to LLMs, or neural networks in NLP
more generally. Research in Computer Vision has
shown the existence of emergent functional units
with functions that are semantically meaningful
to humans. In the context of LLMs, such struc-
tures may provide a basis for understanding the
nature of linguistic features that LLMs purportedly
learn, especially when comparing the development
of each during training time. Additional research
is needed to not only determine whether such struc-
tures emerge in LLMs, but also to apply and ex-
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tend the literature on self-organization in complex
systems. This research can also be used for ex-
plainability. Currently, assessment of the quality
of interpretations of the information flow in neu-
ral models is not straightforward. Identification of
modular and emergent structures within networks
may be viewed as a way of moving away from
the binary definition of faithfulness as postulated
by Jacovi and Goldberg (2020). Evidence for the
existence of structures aligning with human per-
ception of language, if found, can help to enable
separate consideration of plausibility from a human
perspective, as proposed in the same study. More
broadly, we propose grounding the study of LLMs
properties in the analysis of the self-organization
of weights and neurons into emergent structures.
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