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Abstract

Simultaneous speech translation (SimulST) sys-
tems aim at generating their output with the
lowest possible latency, which is normally com-
puted in terms of Average Lagging (AL). In this
paper we highlight that, despite its widespread
adoption, AL provides underestimated scores
for systems that generate longer predictions
compared to the corresponding references. We
also show that this problem has practical rel-
evance, as recent SimulST systems have in-
deed a tendency to over-generate. As a solu-
tion, we propose LAAL (Length-Adaptive Av-
erage Lagging), a modified version of the met-
ric that takes into account the over-generation
phenomenon and allows for unbiased evalua-
tion of both under-/over-generating systems.

1 Introduction

Simultaneous speech-to-text translation (SimulST)
is the task in which the generation of the textual
translation in the target language starts before the
entire audio input in the source language has been
ingested by the model. The need to have high
quality translations in the shortest possible time
therefore becomes the main objective of SimulST
systems, which have to satisfy specific time re-
quirements depending on the application scenarios.
These requirements are usually expressed in terms
of latency, that is the elapsed time between the
pronunciation of a word and the generation of its
textual translation. How latency is measured hence
plays a crucial role in systems evaluation.

The SimulST task was initially addressed using
cascaded models (Fügen et al., 2007; Oda et al.,
2014) that divide the translation process into two
steps: simultaneous automatic speech recognition
(Jaitly et al., 2016; Rao et al., 2017), and simulta-
neous machine translation (Cho and Esipova, 2016;
Gu et al., 2017). For this reason, the first latency
metrics were designed to evaluate simultaneous
machine translation (SimulMT) systems (Cho and

Esipova, 2016; Cherry and Foster, 2019; Elbayad
et al., 2020). Among them, Average Lagging –
AL – (Ma et al., 2019) is the most popular one,
and its adaptation to SimulST by Ma et al. (2020a)
has become a widely adopted (Ma et al., 2020b;
Zeng et al., 2021; Chen et al., 2021; Liu et al.,
2021) de facto standard.1 The adaptation by Ma
et al. (2020a) sparks from a weakness observed
in the original formulation of the metric. Being
susceptible to under-generation, it results in biased
evaluations favouring systems that produce shorter
predictions compared to the reference. However,
though successful in correcting this behaviour, the
proposed adaptation did not consider the opposite
case of over-generation, which occurs when the
prediction is longer than the reference.

To fill this gap, in this paper we introduce LAAL
(Length-Adaptive Average Lagging):2 a simple yet
effective extension of AL that takes into account
also over-generation and allows for fair SimulST
systems comparisons. After a brief explanation of
AL calculation (Section 2), we expose its incorrect
behaviour in presence of over-generation phenom-
ena (Section 3) and show that over-generation is
actually present in the output of recent SimulST
systems (Section 4). Then, we present the new
LAAL metric (Section 5), whose computation is
adjusted at sentence level by looking at the length
of model predictions. Through examples, we show
that, unlike the previous AL formulation, our met-
ric is able to fairly evaluate both under- and over-
generating systems. We conclude our work with
a discussion (Section 6) about problems that still
need to be solved for latency computation, remark-
ing that our proposal represents a first step toward
a more reliable assessment of SimulST systems

1For instance, the IWSLT SimulST Shared Task (Anas-
tasopoulos et al., 2021) relies on AL to divide the systems
in different latency regimes (low, medium, high) and BLEU
(Post, 2018) to rank the them based on translation quality.

2The code is available at: https://github.com/
hlt-mt/FBK-fairseq.
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performance.

2 Average Lagging

The idea behind the AL metric is to quantify how
much time the system is out of sync with the
speaker. In SimulST, the input sequence is rep-
resented as a stream of audio speech in the source
language X = [x1, ..., x|X|] where each element
xj is a raw audio segment of duration Tj , the ref-
erence as a stream of words in the target language
Y∗ = [y∗1, ..., y

∗
|Y∗|], and the model translation as

a stream of predicted words Y = [y1, ..., y|Y|]. In
the simultaneous setting, a system starts to generate
a partial hypothesis while it continues to receive an
incremental stream of input. This implies that, to
generate the yi target word at time j, it has access
to X1:j = [x1, ..., xj ] with j < |X|.

Therefore, the delay with which the yi word is
emitted is di =

∑j
i=1 Ti. Using this notation, in

(Ma et al., 2020a) Average Lagging was initially
defined as follows:

AL =
1

τ ′(|X|)

τ ′(|X|)∑

i=1

di − d∗i (1)

d∗i = (i− 1) ·
∑|X|

j=1 Tj

|Y| (2)

where τ ′(|X|) = min{i|di =
∑|X|

j=1 Tj} is the
index of the target token when the end of the source
sentence is reached and d∗i represents an oracle that,
perfectly in sync with the speaker, starts to emit
words as soon as the speech starts.

However, the authors noticed that this adaptation
was not robust for models that tend to stop gener-
ating the hypothesis too early, that is systems that
under-generate. This phenomenon is more likely
to happen in SimulST than in SimulMT, for which
AL was first proposed. For instance, the presence
of long pauses in the speech may induce systems
to generate the end of sentence token too early,
even if the source utterance is not yet complete. As
observed by the authors, when this phenomenon
occurs, the lagging behind the oracle becomes neg-
ative. It follows that relatively good latency-quality
trade-offs can be achieved thanks to inappropriate
AL discounts in case of under-generation, while
this does not reflect the reality. Thus, in (Ma et al.,
2020a), Equation 1 was redefined as:

d∗i = (i− 1) ·
∑|X|

j=1 Tj

|Y∗| (3)

assuming that the oracle delays d∗i are computed
based on the reference length rather than on the
system hypothesis length.

3 The Problem of Over-Generation

In this paper, we point out a major issue of AL
that arises in presence of over-generation. As we
will see, AL improperly favors over-generating sys-
tems, potentially leading the community to wrong
conclusions due to biased evaluations. To illustrate
how over-generation affects AL computation, we
consider a real example from the English→Spanish
(en-es) section of MuST-C (Cattoni et al., 2021) tst-
COMMON translated by the state-of-the-art Cross
Attention Augmented Transducer (CAAT) system
(Liu et al., 2021).

As shown in Figure 1, the prediction suffers from
over-generation, especially in the first part of the
sentence where more target words are produced
compared to the reference. The system translates
“En primer lugar,” instead of “Primero,”, forcing
all the predicted words to compare with the suc-
cessive word in the reference. For instance, “es”
in the CAAT output is computed against “juego”
in the oracle and its very low lagging (49ms) is
a considerable underestimation of the correct lag-
ging with respect to the “es” word in the oracle
(763ms). Likewise, “de” is assigned a negative
lagging (−62ms) instead of the 652ms delay with
respect to the time of “de” in the oracle. Finally,
all the words generated before the end of the utter-
ance (in our example 5000ms) and exceeding the
reference length are compared with the last word
of the oracle; the same happens to the first word
emitted when the utterance is over, while the other
words after the end of the utterance are ignored. As
a result, the AL of CAAT output for this sentence
is 198ms, an extremely low latency that does not
reflect the truth. Indeed, if we correctly align and
compare the words in the system output and the
oracle, we see that lagging is on average 846ms.3

This represents a problem, since the AL metric is
rewarding an over-generating system, potentially
hindering a fair comparison with other models.

In light of these observations, two questions
arise. First, what are the conditions leading to bi-
ased, i.e. underestimated, AL values? The example
above shows that the problem arises when: i) the
system over-generates, and ii) the over-generated
words appear before the utterance ends (the earlier

3The detailed calculation is presented in Appendix A.
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Figure 1: Example of AL computation between the oracle delays (in green) and the system delays (in blue). The
lagging values (in red) are computed as the difference between the system and the oracle delays (the mapping is
represented by an arrow). The 198ms AL is obtained by dividing the sum of the lagging (3379ms) by its count (17).

in time, the lower the final AL score will be). Sec-
ond, why was this problem overlooked when AL
was introduced? To answer this question, recall
that AL for SimulST was initially proposed to eval-
uate systems showing a biased behaviour toward
under-generation, with predictions length reach-
ing at most the reference length. Indeed, earlier
SimulST systems (Ma et al., 2020b) were designed
to emit only one word at each time step. Conse-
quently, even in the case of over-generation, it was
extremely unlikely for the number of words emit-
ted before the end of the utterance to be higher than
the number of words in the reference. Moreover,
additional words (if any) were generated only once
the utterance was over. As mentioned above, the
current AL implementation ignores all but the first
word emitted at the end of the utterance. There-
fore, the over-generation occurring at the end of the
utterance does not affect the metric computation.
Instead, AL is not robust to over-generation if it
occurs before the end of the utterance, an extremely
unlikely behavior in early systems but frequent in
more recent ones, as we will see in the next section.

4 Over-generation frequency

To quantify the impact of over-generation on sys-
tem evaluation, we check how frequently it occurs
in the output of three SimulST systems: CAAT,
the wait-k model by Ma et al. (2020b), and an of-
fline model with the wait-k policy applied only
at inference time (Papi et al., 2022; Gaido et al.,
2022). We run three systems on the en-es section
of MuST-C tst-COMMON by varying the k value
at inference time in the range {3, 5, 7, 9, 11}. We
measure over-generation in terms of average word
length difference (AWLD) between systems pre-
dictions and the corresponding references, that is:

AWLD =
1

N

N∑

s=1

|Y| − |Y∗| (4)

where N is the number of samples in the corpus.
Accordingly, positive AWLD values indicate that
system predictions are on average longer than the
reference (over-generation), while negative values
indicate systems tendency to under-generate.

Model k=3 k=5 k=7 k=9 k=11
wait-k -5.57 -3.82 -2.30 -1.13 -0.74

offline wait-k 0.48 0.49 0.53 0.74 0.80
CAAT 1.57 0.96 0.61 0.35 0.18

Table 1: AWLD on MuST-C en-es tst-COMMON.

Table 1 shows that the wait-k system under-
generates – as already noticed by Ma et al. (2020b)
– while both CAAT and offline wait-k ones over-
generate. In addition, while for the offline wait-k
model the over-generation phenomenon is quite
constant for each k value, for CAAT this diminishes
as k increases. This indicates that over-generation
is not an isolated phenomenon affecting only few
sentences. On the contrary, it frequently occurs and
automatic evaluation should take this into account.

5 Length Adaptive Average Lagging

Based on the observations made in Sections 3 and
4, we propose LAAL (Length-Adaptive Average
Lagging), a modified version of AL accounting also
for the over-generation phenomena. LAAL defines
the oracle delays by dividing the utterance length
by the maximum between the reference and the
model prediction length. Specifically, we consider
the reference length when the prediction is shorter
(under-generation), and the prediction length when
the prediction is longer (over-generation). This
means that the correction is made at sentence level,
making the metric applicable to a system disregard-
ing its under- or over-generation tendency.

Figure 2 shows both the under-generation (in
blue) and the over-generation (in green) cases. An-
alyzing the under-generation case, we can clearly
see the motivation behind the correction made by
Ma et al. (2020a): if we consider the prediction
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Figure 2: Example of under-generation (in blue), and
over-generation (in green). The reference translation is
represented by the red dashed line.

length (|Y1|) in the AL computation and the pre-
diction is too short, the system is favoured since
negative delays are summed (the blue straight line
is mainly below the blue dashed line). A more
reliable evaluation is obtained by considering the
reference length (|Y∗|), since the straight blue line
is always above the dashed red line. By analyzing
the over-generation case, we observe the opposite
problem: if we consider the reference length (|Y∗|)
in the AL computation and the prediction is too
long (|Y2| > |Y∗|), the system is favoured since
negative delays are summed (the straight green line
stays almost always below the red dashed line).
This can be corrected by considering the prediction
length (|Y2|) instead. Therefore, to make a more
reliable evaluation where neither under-generation
nor over-generation are rewarded, we have to take
the maximum between |Y∗| and |Y| in the de-
lay computation (the two conditions are: |Y∗| if
|Y| ≤ |Y∗|, and |Y| if |Y| > |Y∗|). Accordingly,
Equation 3 can be modified to obtain LAAL as:

d∗i = (i− 1) ·
∑|X|

j=1 Tj

max{|Y|, |Y∗|} (5)

The difference between applying AL and LAAL
to evaluate our three systems is shown in Table 2.
As we can see, the LAAL of the wait-k system is
almost equal to the AL, with differences from 17 to
73ms. Conversely, for the offline wait-k system we
notice a quite constant increment in LAAL of about
120ms while for the CAAT system we observe that
LAAL is visibly greater than AL, with differences

from 117 to 283ms that are more marked at low
latency. These differences are coherent with the
over-generation trend observed in Table 1.

Model Metric k=3 k=5 k=7 k=9 k=11

wait-k AL 1761 1970 2272 2582 2931
LAAL 1778 2001 2332 2655 3003

offline AL 1522 1959 2463 2926 3350
wait-k LAAL 1682 2093 2588 3043 3457

CAAT AL 735 1149 1533 1905 2265
LAAL 1018 1365 1708 2046 2382

Table 2: AL and LAAL results in ms of the wait-k and
CAAT systems on MuST-C en-es tst-COMMON.

Going back to the example in Figure 1, the la-
tency value computed with LAAL is 707ms. Com-
pared to the AL value of 198ms, this is much closer
to the real measure of 846ms calculated in Section
3. In light of these observations, we can conclude
that the LAAL metric gives a more reliable evalua-
tion of the SimulST systems compared to AL.

6 Limitations

The proposed LAAL metric is a first step toward
a more accurate evaluation of SimulST systems.
Although in this work we focused on the over-
generation problem, we did not address another
limitation of AL (and, in turn, of LAAL). The prob-
lem is that, as shown in Section 2, AL compares the
system output with an oracle that emits only one
word at each time step, each one with a fixed word
duration.4 This means that, in its computation, we
assume that the reference words are uniformly dis-
tributed in each utterance. However, considering
that the amount of information contained in audio
segments of the same length could be extremely
different, this represents an unrealistic approxima-
tion. For instance, a speech segment can contain
silences, long pauses, and the speech rate can vary
considerably. As a consequence, the latency scores
obtained can still largely differ from the latency
experienced by the user. This advocates for the
development of more human-centric solutions that
go beyond AL-like metrics despite their success,
accounting for different audio phenomena and their
impact on the actual latency perceived by the users,
also considering the visualization strategy selected
(Karakanta et al., 2021; Papi et al., 2021). We leave
this line of investigation for future work.

4In our example in Figure 1, the word duration is 357ms
and is computed dividing the source audio duration (5000ms)
by the reference length (14).
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7 Conclusions

We showed through examples based on real sys-
tems that the current Average Lagging computa-
tion is inadequate to correctly measure SimulST
performance in presence of over-generation phe-
nomena. To overcome this problem, we proposed
Length-Adaptive Average Lagging (LAAL), a la-
tency metric that can effectively handle both under-
and over-generation at sentence level, leading to a
more reliable evaluation of SimulST systems.
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Kanishka Rao, Haşim Sak, and Rohit Prabhavalkar.
2017. Exploring architectures, data and units for
streaming end-to-end speech recognition with rnn-
transducer. In 2017 IEEE Automatic Speech Recog-
nition and Understanding Workshop (ASRU), pages
193–199. IEEE.

Xingshan Zeng, Liangyou Li, and Qun Liu. 2021. Real-
TranS: End-to-end simultaneous speech translation
with convolutional weighted-shrinking transformer.
In Findings of the Association for Computational
Linguistics: ACL-IJCNLP 2021, pages 2461–2474,
Online. Association for Computational Linguistics.

A Example Manual Latency Calculation

To manually compute the latency measure of the
example shown in Figure 1, we compare the model
output words to the reference words of the oracle
by correctly aligning them. For instance “En pre-
men lugar,” of the model prediction is aligned to
“Primero,” of the oracle, “es” of the model predic-
tion to “es” of the oracle, and so on. Therefore, the
lagging calculation will be the following:

(1120− 0) + (1120− 357) + (2080− 714)+

(2080− 1071) + (2080− 1428) + (2080− 1785)+

(3040− 2142) + (3040− 2500) + (4000− 2857)+

(4000− 3214) + (4960− 3571) + (4960− 4285)+

(5000− 4642) = 10994

Then, we divide the lagging sum of 10994ms by
their count (13) to obtain the latency of 846ms.
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