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Abstract 

Schaeffer et al. (2019) studied whether translation student’s error recognition processes dif-
fered from those in professional translators. The stimuli consisted of complete texts, which 
contained errors of five kinds, following Mertin’s (2006) error typology. Translation students 
and professionals saw translations which contained errors produced by human translators and 
which had to be revised. Vardaro et al (2019) followed the same logic, but first determined 
the frequency of error types produced by the EU commission’s NMT system and then pre-
sented single sentences containing errors based on the MQM typology. Participants in 
Vardaro et al (2019) were professional translators employed by the EU. For the current pur-
pose, we present the results from a comparison between those 30 professionals in Vardaro et 
al (2019) and a group of 30 translation students. We presented the same materials as in 
Vardaro et al (2019) and tracked participants’ eye movements and keystrokes. Results show 
that translation competence interacts with how errors are recognized and corrected during 
post-editing. We discuss the results of this study in relation to current models of the transla-
tion process by contrasting the predictions these make with the evidence from our study. 

1. Introduction

Translation competence has long been a more or less central issue in Translation Studies (e.g., 
Campbell, 1991; PACTE, 2003; Göpferich, 2009; Malmkjaer, 2009; Kiraly, 2013). In order to 
draw conclusions regarding what constitutes expert behaviour during translation and in order 
to eventually be in a position to model translation competence a number of studies have com-
pared behaviour during translation by recruiting participants with different degrees of compe-
tence or expertise (e.g., Jakobsen, 2002; Rothe-Neves, 2003; Jensen & Pavlović, 2009; Drag-
sted, 2010; Carl et al, 2016; Daems et al, 2017). However, participant groups are typically 
formed in a binary fashion (e.g., students versus professionals), are created adhoc or in a qual-
itative manner. Few validated instruments which would make it possible to systematically com-
pare different groups of participants beyond adhoc or qualitative categorization. The tool ad-
vanced by the PACTE group (Orozco & Hurtado Albir, 2002), e.g., offers hardly any numerical 
items, which makes quantitative analyses impossible or difficult, and the multiple-choice ques-
tions used to differentiate groups include very few response options, thus offering a rather lim-
ited coverage of what is to be modelled, i.e., translation competence. It is, in addition, difficult 
to generalize any findings in relation to this tool, given that two large parts consist in a transla-
tion and problem/error analysis task confined to an English text. Finally, PACTE provide scant 
statistical details about its external validation protocol. 

The Translation and Interpreting Competence Questionaire (TICQ) presented by 
Schaeffer et al (2020) addresses a number of these issues. The TICQ establishes a gold-standard 
instrument for the systematic assessment of translation and interpreting competence and has 
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been statistically demonstrated to robustly discriminate among participants with null, incipient, 
and professional experience. The predictive power of the questionnaire was tested with a dis-
criminant function and results showed (Schaeffer et al 2020: 99) that this function could differ-
entiate between innocent bilinguals, translation students and professional translators with a high 
degree of accuracy (70-84%). 

2. Predictive power of the TICQ 

While it has been shown that the TICQ successfully distinguishes between groups with different 
degrees of training and/or experience in the trade (Schaeffer et al 2020), the discriminant func-
tion used to do so models these differences in a continuous two-dimensional space. It therefore 
does justice to the fact that competence is highly unlikely to be categorical and much more 
likely to be better modelled on a continuous scale. While the ability to disciminate between 
groups of participants is useful and important, the purpose of the present paper is to test to what 
extent the coefficients within the discriminant functions used in Schaeffer et al (2020) are pre-
dictive of behaviour during translation. 

The current study investigates how errors in translations produced by the neural machine 
translation (NMT) system employed by the Directorate General of Translation (DGT) of the 
European Comission are recognized and corrected by two groups of participants: professional 
translators working in-house at the DGT and translation students studyng at the University of 
Mainz. Both groups of participants filled in the TICQ, coeffcients for each participant were 
calculated on the basis of the discriminant function as described in Schaeffer et al (2020) and 
used to predict error recognition processes during post-editing.  
 

3. Modelling translation competence 

Schaeffer and Carl (2017) show that phrase based statistical machine translation systems 
(PBSMT) and human translators deal with translation ambiguity in a similar manner. Training 
of such a system involves creating expectations about possible a target texts given a source text. 
Schaeffer and Carl (2017) show that uncertainty as modeled in PBSMT systems is not unlike 
the uncertainty as moddeled by human translators – as measured by how the degree of uncer-
tainty about possible target texts affects behaviour during translation: the greater the uncertainty 
of either human or machine, the longer the production durations. Carl (2021) shows that se-
mantic vector space-based models encode small semantic discrepancies across languages such 
that they are predictive of behaviour during translation. Broadly, the larger the distances in 
vector space, the longer it takes human translators to process a translation. It is well known that 
the predictability of upcoming text has a large and very reliable effect on processing during 
reading (e.g., Smith and Levy, 2013). Whether phrase based statistical or vector space models 
of translation are more representative of how humans predict, produce and evaluate translations 
is an interesting question in itself, however, it is beyond doubt that there are large individual 
differences as to what kind of and how these expectations interact with how text is processed 
during translation – age, age of acquisition, expertise in a certain area, geographical factors and 
many others are likely to all affect how a much more fundamental statistical property of words, 
i.e. word form frequency, is predictive of reading behaviour (e.g., Chen et al, 2018). In other 
words, a bilingual person’s expectations and associated uncertainty regarding translation is 
likely to differ substantially from a professional translator’s expectations and associated uncer-
tainty. Errors in existing text contravene expectations and how and when errors are recognized 
as contravening expectations and how and when errors are corrected is indicative of, well, the 
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nature of those expectations, i.e., of the model of translation operating inside a particular (group 
of) human bilingual(s).  

 

3.1. The current study: participants 

Two groups of 30 participants each took part in the study. The group of professional translators 
were employed by the DGT and the students of translation were inscribed at the University of 
Mainz. Table 1 below shows the biographic data for student and professional participants. 
About half of the student participants were early bilinguals (age of acquisition of L2 before the 
age of 7), while this was the case for only 12% of the professionals. Language use was relatively 
balanced in both participant groups and professionals rated their own competence in L1, L2 and 
L3 higher (on a scale of 0 to 100). 

  
Students Professionals 

mean sd mean sd 
Age 21.6 (3.0) 46.0 (9.7) 
Age at which L2 learning started 7.2 (2.6) 10.3 (3.0) 
Number of years learning L2 13.5 (4.4) 12.0 (8.0) 
Hours per week reading in L1 7.6 (5.1) 14.8 (11.3) 
Hours per week reading in L2 5.9 (4.5) 16.0 (14.4) 
Hours per week consuption of L1 Audio 5.0 (6.2) 2.6 (3.7) 
Hours per week consuption of L2 Audio 2.7 (3.6) 2.5 (4.1) 
Hours per week consuption of L1 AV material 6.1 (7.9) 5.3 (5.2) 
Hours per week consuption of L2 AV material 6.0 (5.4) 3.8 (5.7) 
Age at which L3 learning started 11.6 (4.0) 13.9 (5.4) 
Number of years learning L3 8.3 (5.9) 9.7 (7.6) 
Subjective Competence L1 (scale 0 – 100) 89.7 (8.2) 96.6 (3.4) 
Subjective Competence L2 (scale 0 – 100) 76.8 (9.6) 82.6 (10.9) 
Subjective Active Competence L3 (scale 0 – 100) 57.7 (19.8) 75.6 (12.4) 
Subjective Passive Competence L3 (scale 0 – 100) 68.2 (17.8) 86.1 (7.8) 
Early bilinguals (age of acquisition < 7 years of age) % 47%  12%  

Tabel 1: Biographic data for participants 

Figure 1 visualises the scoring of participants according to the discriminant functions 
(F1z and F2z) as proposed by Schaeffer et al (2020). A reference line at the median for F1z has 
been introduced. 

 

Figure 1: Visualization of scoring according to discriminant functions (Schaeffer et al 2020) 
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The reference line at the median for function F1z neatly separates participants into the 
two respective groups with a small number of outliers on each side of the divide. 

3.2. Materials and task 

The materials are identical to the ones used in Vardaro et al (2019). For a detailed description 
please consult Vardaro et al (2019). Suffice to say that participants saw single sentences which 
had been translated by the NMT engine as used at the DGT in 2019 and which had been 
postedited by in-house translators at the DGT. On the basis of a comparison between the raw 
NMT and the postedited texts, errors were identified. The sentences which participants saw 
either contained only one error or none. Each participant always only saw one version of each 
sentence (with or without error). Participants were asked to correct any mistakes they found nd 
were told that these had been produced by the in-house NMT of the DGT. In total, participants 
saw 81 sentences. No time restrictions were given. 

 

3.3. Data gathering method 

The sessions were recorded using the non-invasive eye-tracking device SMI RED250Mobile 
(250 Hz) and the eye-tracking and key-logging tool Translog-II (Carl 2012). 

3.4. Data analysis 

The statistical analysis with linear mixed-effect regression models (LMER) was carried out in 
R (R Core Team 2022), using the package lme4 (Bates et al, 2015). The package lmerTest 
(Kuznetsova et al, 2017) was used to calculate standard errors, effect sizes, and significance 
values. The effects of the models were visualized in plots for a better interpretation of each 
model by applying the effects package (Fox and Weisberg, 2019). Residuals outliers (> |2.5| 
SD) were excluded from the final model. To test for skewness and kurtosis, the package mo-
ments (Komsta and Novomestky, 2015) was used. After exclusion of residual outliers, skew-
ness was below |2| and kurtosis below 7, meeting assumpptions of normality (Kim 2013).  

 

 
Figure 2: Effect of the presence of an error (Err) on first fixation durations. Errors are recognized during 

a first fixation, difference between Err and Corr (correct token). However, this effect does not in-
teract with the competence score F1z (on the basis of the TICQ) 
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3.5. Results 

Here, we report two models: We assume that if a token which we considered to be an error was 
corrected, it must have been recognized as such. The presence of an error did have an effect on 
first fixation durations (p < .001), but this early error recognition effect did not interact signifi-
cantly (p > .05) with the F1z score derived from the TICQ (see above). In other words, irre-
spective of the participants’ degree of translation competence, the time needed to recognize an 
error remained constant. 

The second model traces the interaction between the early error recognition processes 
and the later stages of the postediting process, i.e., the eye-key span (Dragsted, 2010). The eye-
key span (EKS) measures the time between a first visual contact with an error token and the 
timestamp of the first keystroke which contributed to the correction of this error token. It is 
reasonable to interpret the duration of the EKS in the following way: The longer the EKS, the 
more uncertain is the translator regarding the correction of an error that was recognized during 
a first fixation duration. In other words, the recognition processes taking place during a first 
fixation duration are likely to recruit largely automatic processes which pitch actual textual 
material against expectations regarding upcoming text. However, the processes which lead to a 
correction of the error token are likely to involve deliberations and monitoring processes which 
are less likely to be automatic. The model we report here, tested a twoway interaction between 
log-transformed first fixtion duration and the F1z score reported above, the dependent variable 
being the EKS. This twoway interaction was significant (p < .01). 

Figure 3: Interaction between log-transformed first fixation duration and F1z score for the Eye-key span. 

 
 
The interaction was such that for participants with a higher F1z score the log-trans-

formed first fixation duration had a positive effect on the EKS, which for those with a lower 
F1z score, the opposite was the case. If the error signal in the largely automatic processes was 
weak (short first fixation duration), for the more competent participants, this resulted in a short 
EKS. If, however, the error signal in the largely automatic processes was strong (long first 
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fixation duration), for the more competent participants, this resulted in a long EKS. In other 
words, participants with a higher F1z score blindly trusted a weak error signal: they corrected 
the error quickly, while a srong error signal resulted in effortful revision of the output from the 
early processes before a correction could be carried out. For participants with a lower F1z score, 
the opposite was the case. Those with less translation competence trusted the largely automatic 
early error recognition processes blindly only if the error signal was strong (long first fixation 
durations). The longer the first fixation duration, the shorter the EKS. However, if the error 
signal from the early processes was weak, they required effortful and lengthy revision of the 
output from the early processes. 

4. Discussion 

The present paper shows that a score based on the TICQ (Schaeffer et al 2020) is predictive of 
error recognition processes in a group of participants with differing degrees of translation com-
petence. The score presented here is on a continuous scale, derived irrespective of a particular 
language (combination), it can discriminate between differing degrees of translation compe-
tence. It does so, in particular, for the interaction between early error recognition and late error 
correction processes. As such, it is in line with e.g., the model proposed by Schaeffer and Carl 
(2013), which proposed that output from early, automatic processes is evaluated by later pro-
cesses. It is the interaction between the early and late stages of error recognition and correction 
which is carried out differently by participants with differing degrees of translation competence. 
The scores based on the TICQ are promising not only because they may serve to directly com-
pare participants with different biographies and stages of professional development, but also 
because they can be predictive of complex behavioural patterns which are relevant to aspiring 
practicing professional translators, on the one hand, and on the other hand, they may be used to 
further refine models of the translation process. 
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