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Abstract
The use of images has been shown to positively affect patient comprehension in medical set-
tings, in particular to deliver specific medical instructions. However, tools that automatically
translate sentences into pictographs are still scarce due to the lack of resources. Previous stud-
ies have focused on the translation of sentences into pictographs by using WordNet combined
with rule-based approaches and deep learning methods. In this work, we showed how we lever-
aged the BabelDr system, a speech to speech translator for medical triage, to build a speech
to pictograph translator using Unified Medical Language System (UMLS) and neural machine
translation approaches. We showed that the translation from French sentences to a UMLS gloss
can be viewed as a machine translation task and that a Multilingual Neural Machine Translation
system achieved the best results.

1 Introduction

Patients, especially those with limited health literacy skills, often have trouble understanding
health information. One of the ways in which medical communication can be facilitated is
through the use of pictographs. In particular, pictographs have been used extensively to deliver
specific medical instructions. The use of images has been shown to positively affect patient
comprehension by improving attention, recall, satisfaction, and adherence (Houts et al., 2006;
Katz et al., 2006).

Although the potential of pictographs has often been recognised, tools that automatically
translate sentences into pictographs are still very scarce due to the lack of resources, which also
impedes evaluation in this domain. Glyph is an automatic healthcare data processing system
that automatically converts texts into sets of illustrations using natural language processing and
computer graphics techniques (Bui et al., 2012). The system is based on 600 pictographs that
are linked to Unified Medical Language System (UMLS, (Bodenreider, 2004)) and has been
shown to have a positive impact on information recall, satisfaction, and the understandability
of instructions (Hill et al., 2016). Some online medical translators also include pictographs, for
example, “My Symptoms Translator” (Alvarez, 2014) and “Medipicto AP-HP”, but they remain
very limited in coverage and can only translate predefined sentences. There are generic MT sys-
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tems that can produce pictographs (for example, Text2Picto and, more recently, PictoBERT),
but they are not specialized in the medical domain. Both Text2Picto (Sevens, 2018; Vandegh-
inste et al., 2015) and PictoBERT (Pereira et al., 2022) are based on WordNet (Miller, 1995),
which does not contain specialized medical terminology and mainly provides word-based map-
ping into pictographs. For example, ”prise de sang” (blood draw) and ”prendre le sang” (take
blood), which both correspond to the same medical UMLS term (Collection of blood specimen
for laboratory procedure), will each be represented by two WordNet concepts (blood + draw
and take + blood) and therefore mapped to three different pictographs (Norré et al., 2022), even
though the meaning is the same.

BabelDr (Bouillon et al., 2021) is a medical speech translation system specifically de-
signed to allow French-speaking doctors to interview foreign patients in emergency settings
when interpreters are not available. It can be characterised as a speech-enabled fixed-phrase
medical translator and maps oral doctor interactions (questions and instructions) to a fixed set
of sentences that have been pre-translated by humans, using neural machine translation meth-
ods and synthetic data. The synthetic data used to train the system are generated with a syn-
chronous grammar that links possible source variations to the closest pre-translated sentence
(called “core sentences” here). The system translates in two main phases: first, speech recogni-
tion is followed by back translation of the speech recognition result into a core sentence using
neural approaches. Secondly, if this back-translated sentence is accepted by the doctor, the tar-
get sentence is produced for the patient. The system has been used since 2018 at the Geneva
University Hospitals (HUG), in the context of medical dialogue with the migrant population
(Janakiram et al, 2021). Translating sentences into pictographs can be another way of improv-
ing the communication between the doctor and the patient. Pictographs can also facilitate the
translation process, since doctors may be able to validate a back translation into pictographs
more intuitively than a core sentence that may be lexically and syntactically very different. For
example, the source sentence ”avez-vous envie de vomir” (do you feel like vomiting) will be
back translated into ”avez-vous des nausées ?” (do you have nausea) (Spechbach et al., 2017).
Another advantage is the compositionality of pictographs, which enables the coverage of the
system to be easily extended.

The aim of this paper is to show how we leveraged the BabelDr architecture and, in par-
ticular, the synchronous grammar to build a flexible translator from speech to pictographs for
the medical domain, using synthetic data and neural MT architecture. We want to see if it is
possible to build a MT system that translates doctor interactions into a semantic gloss based on
UMLS concepts. This gloss defines the pictographic language, namely the concepts that are
to be produced in pictographs and their syntax. Our hypotheses are that 1) the UMLS gloss is
an effective way of characterizing pictographic language, 2) the mapping to UMLS gloss can
be viewed as a machine translation task (see also, Mujjiga et al., 2019), and 3) a Multilingual
Neural Machine Translation (Johnson et al., 2017) system that exploits both the core sentences
and UMLS glosses achieves the best performance. Our contribution is twofold: on the one
hand, our study allows us to compare different architectures that can translate BabelDr content
into UMLS gloss and, on the other hand, it produces resources that can be shared with the
community1.

This paper is structured as follows: section 2 presents the background. This is followed
by Section 3 which describes the synthetic data used to train the systems and Section 4 which
outlines the translation systems. Section 5 describes the evaluation methodology, followed by
results in Section 6 and conclusions in Section 7.

1The synthetic data used for training the systems to translate into UMLS gloss are available upon request.
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Figure 1: Overview of the steps from source variations through the semantic gloss to a sequence of
Arasaac pictographs

2 Automatic translation into pictographic forms: architectures

Due to the lack of resources, translations into pictographic form are traditionally carried out
using rule-based methods in three main steps. The sentence is first pre-processed and poten-
tially simplified. Multi-word expressions are identified and lexical items are mapped to a set of
disambiguated concepts. Finally, these concepts are linked to the corresponding pictographs us-
ing pictographic databases and possibly exploiting the lexical network, for example, synonyms
or hyperonyms if a word has no equivalent pictograph. Existing open source databases are all
based on WordNet senses (or WOLF, a WordNet equivalent for French) and link word senses
to Arasaac2 pictographs (Norré et al., 2021). In the medical Glyph system (Bui et al., 2012),
the process is slightly different. Medical terminology is first identified using the UMLS ontol-
ogy and images are then composed in a second step based on the semantic type and syntactic
pattern.

Recently, neural methods have also been used to generate the pictographs. In particular,
PictoBERT (Pereira et al., 2022) is a word-sense language representation model that predicts
pictographs, also using WordNet and the Arasaac database.

In this study, we propose to translate French sentences into pictographs using NMT meth-
ods, but instead of generating the pictographs based on the WordNet word-senses, we will trans-
late the source sentence into a semantic gloss that defines the pictographic language, namely the
medical concepts to be produced in pictographs and their syntax. Like with Glyph, the gloss
is based on the medical ontology and contains UMLS concepts and other linguistic elements,
such as question marks and entities that are presented in a standard order based on semantic
patterns (for example, <you/patient> <Sign or symptom> <time> <question>). Glossing
has been used in many NLP applications, for example, in sign language MT, in which it also
defines manual signs and their syntax (Ebling, 2016) and in MT of low-resourced languages
(Zhou et al., 2019). For our purposes, this approach has many advantages, particularly when
it comes to dealing with paraphrases of the same medical questions/instructions. For example,
”je vais prendre du sang” (I will take blood), ”je vais analyser le sang” (I will analyse your
blood) and ”je vais faire une prise de sang” (I will do a blood draw) will all be mapped to the

2The pictographs are the property of the Aragon Government and were created by Sergio Palao for Arasaac
(https://arasaac.org). The Aragon Government distributes them under the Creative Commons License.
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Figure 2: Example of the grammar mapping source variations to core sentence and UMLS gloss

same gloss and represented by the same pictographs. This pivot representation also makes it
possible to easily generate different pictographic languages, depending on the target language
of the patient. The use of UMLS instead of WordNet allows us to work with medical terms
instead of words. Figure 1 provides an overview of the proposed approach.

3 Grammars and data

Due to confidentiality issues, training data for spoken French medical dialogues is scarce. As
previously mentioned, all BabelDr training data are generated from a manually defined Syn-
chronous Context Free Grammar (SCFG, Aho and Ullman, 1969) that maps source variation to
core sentences, using variables that are described in a formalism similar to regular expressions.
This grammar was defined in close collaboration with doctors who helped collect core sentences
and their possible variations. For the current project, we extended this synchronous grammar to
also generate semantic glosses. Concretely, all grammar rules were manually linked to a UMLS
gloss with the help of the UMLS API. Figure 2 provides an example of a rule with the different
surface variations and their corresponding core sentence and UMLS gloss.

The current version of the grammar includes 2629 utterance rules that are organised by
medical domain, such as abdomen, traumatology, etc., which expand into 10’991 core sentences
and UMLS glosses once variables are replaced by values. These core sentences and UMLS
glosses are mapped to hundreds of millions of surface variations.

4 System Settings

In this study, we experiment with two different systems trained on the synthetic data with UMLS
glosses. We compare them to a baseline trained on the variations - core sentences data. In this
baseline, the system translates French sentences into a core sentence and uses the grammar to
generate the UMLS gloss, as in the current BabelDr architecture (see more, Mutal et al., 2019).

In this section, we explain the settings for the systems.

4.1 Data
To produce the training data, we filtered the data generated from the grammar (see Section 3)
based on source language N-grams, as described in (Mutal et al., 2020). We then built two
aligned corpora: one that contains source variations and the corresponding core sentences and
another one with the variations and the UMLS gloss. The former is used to train a system that
maps the variations to a core sentence as in Mutal et al. (2019), and the latter is used to train a
system that translates into the UMLS gloss.
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Variation (Source) le mal à la tête irradie-t-il vers le haut
Core Sentence (Target) la douleur irradie-t-elle vers le haut de la tête ?

UMLS gloss (concept names) Pain Radiating to Towards Upper Head Question
UMLS gloss (CUI) (Target) C0030193 C0332301 C3875150 C1282910 C0018670 Question

Table 1: Example of data used for the training corpora. The target is created using CUI (UMLS Concept
Unique Identifier) and entities (if there is no CUI).

#Words #Vocabulary
Variations 7.2M 5,105
Core Sentences 6M 2,652
UMLS Glosses 3.8M 1,667

Table 2: The number of words and vocabulary for variations, core sentences and UMLS glosses for the
746,462 sentences in the training data.

Table 1 provides an example of the data used in the training corpora. The number of
words and unique words (vocabulary) of the 746,462 sentences included in the filtered set are
presented in Table 2.

4.2 Systems
As we wanted to compare different systems that can translate into a UMLS gloss, we trained
the models using the same settings and architecture. They were trained using the open-source
implementation from OpenNMT-py (Klein et al., 2018) of Transformer architecture (Vaswani
et al., 2017). Since a lot of resources are required to search the optimized hyper-parameters, we
re-used the same hyper-parameters for all the models.

Baseline: Baseline system that translates variations into core sentences. This system is trained
with the variations to core sentences corpus. The core sentences are then mapped to the corre-
sponding UMLS gloss using the synchronous grammar. When the system produces output that
does not match a core sentence, no UMLS gloss is produced.

UMLS NMT: System that directly translates variations into a UMLS gloss. This system is
trained with the aligned corpus containing the variations and the corresponding UMLS gloss.
This system produces UMLS glosses for all sentences.

Multilingual NMT: System that translates variations into both UMLS gloss and core sen-
tence. Training a multilingual system can be beneficial to produce both UMLS and core sen-
tences using only one model. It also helps with the training step since it shares the representation
space from UMLS and core sentences (Firat et al., 2016; Kudugunta et al., 2019; Zhou et al.,
2019). We trained the multilingual system using both variations to French and variations to
UMLS gloss. We added a special tag at the beginning of the sentence, as shown in Table 3, to
identify the target language (as suggested by, Johnson et al., 2017; Wu et al., 2021).

We extracted around 5% of the data for the development set. We verified that the variations
are not in the core sentences nor variations of the training set.

5 Evaluation methodology

The aim of the system is to produce a gloss that has the same meaning as the sentence and
the right syntax, so that it can produce the expected pictographic form. We carried out an
automatic and human evaluation to assess the systems’ performance on real medical dialogue
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Source Target
<FR>les maux migrent dans la partie basse ventre la douleur se déplace vers la partie basse du ventre ?
<UMLS>les maux migrent dans la partie basse ventre C0030193 C1299988 C3875150 C0230166 Question

Table 3: Training example for the MNMT system

data collected at HUG with doctors using the BabelDr system. The automatic evaluation aims
at giving an overview of the systems’ precision and recall at the level of concepts. The human
evaluation is intended to measure whether or not the gloss expresses the same meaning as the
original sentence and can therefore be used as the pivot for pictographs.

In the following sections, we present the test data, followed by the automatic and human
evaluation designs.

5.1 Test Data

To estimate the quality of the systems, we used the speech data collected in real settings during
a cohort study at the outpatient emergency unit of the HUG (Janakiram et al., 2020). The data
were collected using the BabelDr system, which was used by doctors when interviewing real
patients. The doctors were familiar with system coverage and the types of utterances to use.
The data were then transcribed and manually associated with the closest core sentence. Each
core sentence was then linked to its corresponding UMLS gloss using the grammar. The data
consist of 883 segments, which corresponds to 5,672 words in the transcriptions (average length
of 6.4 words per sentence). The following example contains an extract of a sequence of doctor
utterances:

avez-vous mal à la tête maintenant ? (does your head hurt now?)

pouvez-vous me montrer avec le doigt où est la douleur ? (can you show me with your
finger where the pain is located?)

depuis combien de jours avez-vous mal à la tête ? (for how many days has your head hurt?)

avez-vous déjà eu ce type de douleur ? (have you ever had this kind of pain in the past?)

avez-vous la tête qui tourne ? (is your head spinning?)

The sentences were tagged as ”In Domain” if a core sentence with a similar meaning
was found in the BabelDr grammars and ”Out Of Domain” if not. Based on this, 92% of
the sentences were ”In Domain”. Additionally, sentences were tagged as ”In Coverage” if the
variation was found in the training data (18%).

Definition
Hypothesis UMLS gloss generated by the system
Reference UMLS gloss generated by the grammar for the reference core sentence
True Positives Number of correct UMLS concepts in the hypothesis
False Positives Number of additional UMLS concepts in the hypothesis
False Negatives Number of missing UMLS concepts in the hypothesis

Table 4: Definition of True Positive, False Negative and False Positive.
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5.2 Automatic Evaluation

To evaluate the systems, we assessed the output using Precision, Recall and Fβ (Powers, 2011)
on UMLS concepts, as described in Table 4. We chose β = 0.5 to give more weight to precision.
As the test data is not balanced in terms of distribution of core sentences, we computed the
performance for each core sentence, and then averaged it over the number of core sentences,
i.e. by macro-averaging (Jurafsky and Martin, 2014). The macro-average better reflects the
statistics of the less frequent core sentences and is therefore more suitable for situations in
which all core sentences are equally important but are not represented equally in the test data.

5.3 Human Evaluation

We carried out a human evaluation to measure the fidelity of the UMLS glosses produced by the
system. For this evaluation, we only used results from the best MT system, namely Multilingual
NMT. The evaluations were carried out at the segment level by two participants.

We presented the sentences (transcriptions of doctor utterances) side by side with the sys-
tem output (the UMLS gloss), in the order of dialogue. For each pair, the participants were
asked to rate the UMLS gloss using one of the following categories: Same meaning, Different
meaning, Related meaning or I don’t know. This ”Related meaning” category was to be used
for cases in which the gloss only partially represented the meaning of the sentence, but could
be considered to be usable in the context of the medical dialogue, for example, when one of the
gloss concepts was a hyperonym or hyponym, or when the gloss contained additional informa-
tion or omissions (for instance, the tense marker). We then calculated the percentage for each
category. We also calculated Cohen’s kappa score to measure the level of agreement between
the participants.

6 Results

6.1 Automatic Evaluation

Table 5 presents the results of the automatic evaluation. The results show that the systems
trained with variations to UMLS outperformed the model trained with variations to core sen-
tences in all the metrics. For In Domain segments, Multilingual NMT outperformed all the
models, but for In Coverage UMLS NMT slightly outperformed the multilingual model (0.882
vs. 0.880 on F0.5). A closer look at the In Coverage segments revealed that the multilingual
NMT sometimes added adverbs that were not present in the reference, in particular when the
training includes core sentences with and without these adverbs. For example, for ’est-ce que
vous toussez ?” (are you coughing?), the system UMLS NMT correctly produces ”You Cough-
ing Question”, while the Multilingual NMT generates ”You Coughing Very Much Question”.
The reference is ”You Coughing Question”. In context, the adverb does not considerably affect
the meaning and so both glosses may be considered to be equivalent by the doctors since they
allow them to collect the same medical information, as measured through human evaluation.

In Domain In Coverage Out of Coverage
Precision Recall F0.5 Precision Recall F0.5 Precision Recall F0.5

Baseline 0.788 0.80 0.78 0.844 0.857 0.844 0.77 0.785 0.77
UMLS NMT 0.814 0.828 0.814 0.883 0.886 0.882 0.793 0.811 0.796
Multilingual NMT 0.819 0.83 0.819 0.882 0.883 0.880 0.802 0.815 0.802

Table 5: Results of Automatic Evaluation.
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Same Meaning Different Meaning Related Meaning I don’t know Total
All 62.47% / 65.99% 20.86% / 19.27% 14.17% / 14.74% 2.49% / 0% 882
Out Of Domain 8.45% / 14.08% 67.61% / 64.79% 21.13% / 21.13% 2.82% / 0% 71
In Domain 67.20% / 70.53% 16.77% / 15.29% 13.56% / 14.18% 2.47% / 0% 811
In Coverage 82.43% / 89.86% 6.08% / 6.08% 10.81% / 4.05% 0.68% / 0% 148
Out of Coverage 58.45% / 61.17% 23.84% / 21.93% 14.85% / 16.89% 2.86% / 0% 734

Table 6: Results of Human Evaluation for the two evaluators (eval. 1/eval. 2).

Figure 3: Examples extracted from the test data. The system translated the human transcriptions (sen-
tences in bold) to UMLS gloss (terms below each picture). The result was then mapped to Arasaac pic-
tographs.

6.2 Human Evaluation
Human evaluation (see Table 6) shows that the system produces an incorrect gloss for 20.1%
(average for the two evaluators) of interactions, which means that four speech interactions out
of five may potentially provide a correct translation into pictographs. These incorrect glosses
correspond to 67.61% of Out of Domain sentences but only 16.77% of the In domain sentences.
For Out of Domain sentences, there is no corresponding core sentence in the training data, but in
11.3% (Same meaning) + 21.1% of cases (Related meaning), the system was able to generalize
and produce a potentially useful gloss. The agreement between the participants is 0.71 (p-
value=0), which suggests that there was substantial degree of consistency in the evaluation
(Landis and Koch, 1977). Some examples translated by the Multilingual system using the test
data are given in Figure 3.

7 Conclusion

The aim of this paper was to propose an architecture to automatically translate doctor’s inter-
actions into pictographs. Different generic systems exist, but they are not specialised for the
medical domain. The proposed method contains two steps: first, sentences are translated into
a UMLS gloss based on synthetic data and secondly, concepts are mapped to pictographs. The
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aim of the UMLS gloss is to characterise the pictographic language, i.e. both the medical con-
cepts and the syntax. This paper focused on the first step.

Our contributions are twofold. On one hand, we confirmed our hypotheses and showed
that mapping to the UMLS gloss can be seen as a MT task and that NMT models directly
trained with UMLS glosses achieved higher F-scores. The resulting system is still limited in
coverage, but results are encouraging, since 30% of Out of Domain utterances are translated
into a potentially useful UMLS gloss. The human evaluation has also shown that the proposed
UMLS gloss is readable by humans and can characterise pictographic language. On the other
hand, this work is the first of its kind and constitutes an initial step in constituting resources
(corpus and UMLS to pictographs database) and testing the impact of pictographs on medical
communication. The synthetic data used for training the systems to translate into UMLS gloss
are available upon request.

In the future, we plan to build upon this work in different directions. First, we plan to build
a pictographic database that links UMLS concepts to pictographs, based on existing open source
pictograph databases, such as Arasaac and SantéBD and other resources for the illustration of
concepts (e.g. BabelNet). A preliminary study shows that only 69.7% of the BabelDr UMLS
concepts can be linked to at least one Arasaac pictograph. For medical dialogues, the main
problems include the representation of generic words (disease, infection, inflammation), the
name of diseases (diabetes, syphilis, etc.) and temporal elements. This step will allow us to
build a speech-to-pictographs baseline system for medical dialogues and will allow experiments
to be carried out on the medical dialogue task itself.

More NMT architectures will be tested. Medical dialogues contain a lot of incomplete
sentences (ellipsis), as explained in (Mutal et al., 2020). In the current version of BabelDr, the
translation is performed in context (with the previous sentence of the dialogue) when an ellipsis
is identified. Contextual NMT can also be used when translating into the UMLS gloss. UMLS
semantic type and BabelDr human translations in other languages can also be added as another
language in the multilingual system. The UMLS can also be used in the current architecture as
an interlingua to improve translation into low-resource languages (Johnson et al., 2017).

One of our objectives is to produce more training data with more core sentences. We can
easily change the synthetic data to include new core sentences. In the current version, each new
grammar rule has to be translated into the 9 BabelDr target languages (Gerlach et al., 2018).
The grammar therefore often groups together quasi-paraphrases, as shown in Figure 2 to reduce
human translation effort (for example, ”avez-vous de la fièvre” (do you have fever) and ”avez-
vous de la fièvre maintenant” (do you have fever now) are mapped to the same core sentence,
based on the assumption that they allow doctors to collect the same anamnestic information.
These rules may be split in order to only include exact paraphrases. Other resources will also
be added, based on existing HUG terminological resources.

Finally, the selection of training data from the data generated by the grammar is based on
N-grams in the source language (Mutal et al., 2020). We can try to select the training data based
on UMLS N-grams. Our test corpus also contains a high number of In Coverage sentences,
since it was collected with the BabelDr tool. We are in the process of collecting more data.
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