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Abstract

APPRAISAL is widely used by linguists to
study how people judge things or people. Au-
tomating APPRAISAL could be beneficial for
use cases such as moderating online com-
ments. In 2020, the Australasian Language
Technology Association (ALTA) organised a
shared task to classify a branch APPRAISAL,
which involves how humans judge other hu-
mans (JUDGEMENT). It proved to be a dif-
ficult task as the best performing system ob-
tained an F1 = 0.155. In this work, we hypoth-
esise that JUDGEMENT and APPRECIATION
branches in APPRAISAL are similar to opinion
in Aspect-Based Sentiment Analysis (ABSA)
tasks, as such we can leverage on ABSA opin-
ion extraction techniques to further improve
the performance of automated approaches for
identifying JUDGEMENT and APPRECIATION.
We evaluated the performance of six different
ABSA models on two publicly available AP-
PRAISAL data sets (biographies and psycho-
logical evaluation) by training them on exist-
ing ABSA SemEval data sets. Our results
show that there is an overlap between opinion-
extraction and APPRAISAL task, as we ob-
tained F1 = 0.623 on biographies data set and
0.414 on psychological evaluation data set.
However, we cannot be certain if our findings
can be extended across other APPRAISAL data
sets due to the challenges in annotating and the
availability of these data sets.

1 Introduction

In 2020, ALTA organised a shared task challenge
aimed to classify how humans judge other humans
using a well-known linguistic taxonomy known
as APPRAISAL (Martin and White, 2005) auto-
matically. APPRAISAL allows linguists to evalu-
ate language in a social context such as identify-
ing and understanding how people make judge-
ments about people and objects (ATTITUDE) (Mar-
tin and White, 2005). The taxonomy is commonly

used by Systemic Functional linguists to analyse
the language choices and attitudes used by writ-
ers and speakers (Chen, 2022) in various mediums
(Starfield et al., 2015; Ross and Caldwell, 2020;
Su and Hunston, 2019).

Identifying ATTITUDE-bearing words can help
to reduce the workload of moderators such as in
online forums and Facebook by analysing the lan-
guage that is being used and flagging it to moder-
ators to be reviewed if there are any legal implica-
tions based on the APPRAISAL taxonomy (Steiger
et al., 2021).

Although, there were two winners declared for
the ALTA 2020 Shared Task challenge, the task
proved to be difficult as the best-performing team
only obtained an F1 score of 0.155 (Mollá, 2020).
The main reason for poor scores was the size of
data set (N = 300): too small for automated meth-
ods to generalise from properly. A lot of the larger
APPRAISAL data set is not publicly released, thus
making it difficult for automated approaches to be
be built.

However, there might be a solution for us to
tackle this problem without the need of a large data
set. Recently, Su and Hunston (2019), proposed
that JUDGEMENT and APPRECIATION should be
treated as opinions and AFFECT as emotions. Su
and Hunston (2019), then provided qualitative ex-
amples to illustrate how JUDGEMENT and APPRE-
CIATION can be viewed as opinions. Inspired by
the findings of Su and Hunston (2019), we are in-
terested in investigating this area, particularly if
we can apply existing aspect-based opinion tech-
niques to tackle this problem.

We argue that if the combination of the JUDGE-
MENT and APPRECIATION branches is the same as
opinion, then the current ABSA opinion extraction
techniques and models are applicable and there-
fore can be applied. BARTABSA is the current
state of the art for ABSA’s triplet extraction task.



BARTABSA has achieved the highest F1 score in
the triplet extraction task, which is 0.7246 on the
laptop data set.1 Thus, we are interested if we can
use these existing models to identify JUDGEMENT

and APPRECIATION-bearing words.
Our experimental results suggest that there is

an overlap between JUDGEMENT and APPRECIA-
TION words with the ABSA task. Existing ABSA
models, that were trained on SemEval data sets,
does perform reasonably well on JUDGEMENT

data sets (F1 = 0.623 on biographies, F1 = 0.414
on psychological evaluation).

2 Related Work

The APPRAISAL taxonomy consists of three main
branches: ATTITUDE, ENGAGEMENT and GRAD-
UATION. ATTITUDE expresses the current state
of the person who wrote the text or uttered it—
it consists of three subcategories: AFFECT (which
represents the feeling of the author), JUDGEMENT

(which describes the author’s opinion of another
person or object) and APPRECIATION (which rep-
resents the author’s opinion on the quality of an
object). ENGAGEMENT reflects probability or
possibility (i.e., perhaps, seems). GRADUATION

expresses the meaning of a term gradated by an
adjective. These APPRAISAL attributes are often
expressed with polarity and orientation. Polarity
describes the tone of the sentence (i.e., negative,
positive or neutral) whereas orientation explores
how a sentence is weakened or strengthened (i.e.,
very/few/a lot).

To illustrate, consider the appraisal analysis of
the sentence ‘Robin Hood gave a sly grin’. It de-
scribes the appraiser (i.e., the person who wrote
it), their attitude, what it is being appraised, and
their polarity.

Appraiser : Writer
Appraised : Robin Hood
Attitude : sly (JUDGEMENT)
Polarity : Negative

Extracting this detail of information can be
challenging, but some tasks (such as polarity ex-
traction) have already been tackled in sentiment
analysis (Kanayama and Nasukawa, 2006). Here,
we narrow our focus to extracting ATTITUDE-
bearing words, as we are interested in quantifying
the changes proposed by Su and Hunston (2019),
to determine if we could use opinion-extraction

1https://paperswithcode.com/paper/
a-unified-generative-framework-for-aspect
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Figure 1: The proposed change in ATTITUDE branch of
APPRAISAL taxonomy (ATTITUDESu) by (Su and Hun-
ston, 2019) and its comparison with the original ATTI-
TUDE by (Martin and White, 2005).

from ABSA to extract the opinion. From Figure
1, we can see that JUDGEMENT and APPRECIA-
TION are seen as opinions and AFFECT is seen as
emotions. This is the key difference from the orig-
inal taxonomy of Martin and White (2005). ATTI-
TUDESu will be used to represent the new change
proposed by Su and Hunston (2019) and we are
narrowing our focus to the opinion branch of AT-
TITUDESu. Although numerous works have at-
tempted to automatically categorise APPRAISAL

(Argamon et al., 2007; Bloom and Argamon,
2010; Whitelaw et al., 2005; Neviarouskaya et al.,
2010; Taboada et al., 2011), including the 2020
ALTA Shared Task, most of the previous work
has focused on identification at the sentence level
rather than at the word level (Argamon et al., 2007;
Bloom and Argamon, 2010).

As ABSA is used to identify aspects, opinions,
and polarity. It would be interesting to explore
if ABSA can be used in our case. We hypothe-
sise that it may be possible to use triplet extraction
for JUDGEMENT and APPRECIATION. However,
the current sets of publicly available APPRAISAL

data sets (Su and Hunston, 2019; Mollá, 2021)
only label the ATTITUDE and not the APPRAISED

(aspect). Annotating APPRAISAL is not straight-
forward as experts with a linguistic background
are likely to be needed to do so (Parameswaran
et al., 2022)—and so crowdsourcing (Standing and
Standing, 2018) is likely to yield unusable results.
Doing this is beyond the scope of this paper.

For ABSA tasks, transformers are the current
state-of-the-art (Do et al., 2019). Transform-
ers such as BERT (Devlin et al., 2019), BART

https://paperswithcode.com/paper/a-unified-generative-framework-for-aspect
https://paperswithcode.com/paper/a-unified-generative-framework-for-aspect
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Figure 2: System architecture for LSTM-based models.
Here, w3 is the word to be classified as JUDGEMENT or
not.

(Lewis et al., 2020), and GPT-2 (Radford et al.,
2019) have consistently shown promising results
in many NLP tasks (Adhikari et al., 2020). The
current best for ABSA, BARTABSA (Yan et al.,
2021), uses a sequence-to-sequence model to
solve the triplet extraction problem. BARTABSA
achieved an average F1 score of 0.85 on opinion
extraction and 0.58 on triplet extraction using the
SemEval ABSA data set.

Prior neural approaches to ABSA such as TC-
LSTM (Tang et al., 2016), TD-LSTM (Tang et al.,
2016), and BERT-AEN (Song et al., 2019) have
been used outside of ABSA. Their use in tasks
such as the prediction of the sea temperature (Liu
et al., 2018), the optimisation of virtual network
demand optimisation (Kim et al., 2019), and sar-
casm target identification and extraction of sar-
casm targets (Patro et al., 2019) leads us to explore
these models for JUDGEMENT extraction.

3 Data Sets Used in this Research

We use three data sets to evaluate our approaches,
as summarised below. Two are already publicly
available, and the third is a subset of the second,
constructed in order to perform a like-to-like com-
parison with the first.2

Bio This is the data used by (Su and Hunston,
2019). It comprises 360 sentences taken from
snippets of 100 biographies. The data set contains

2We will share the link to the data sets after the peer-
review process

four fields: the sentence, the words that bear AP-
PRECIATION, JUDGEMENT, and AFFECT in each
sentence.

There are 80 sentences in the AFFECT category,
125 in the JUDGEMENT category, and 161 sen-
tences in APPRECIATION. There are overlaps in
these sentences because a sentence can contain
AFFECT, JUDGEMENT, and APPRECIATION. Only
adjectives are annotated in this data set, so nonad-
jective JUDGEMENT words are not known.

Psyc We crawled the psychological evaluation
texts from the APPRAISAL website3. Although
this data has not been used in the literature on AP-
PRAISAL for analysis, the intended purpose of this
data set was to train linguistic students on how to
perform APPRAISAL analysis.

This data set contains 50 sentences along with
the words that imply AFFECT, JUDGEMENT, and
APPRECIATION. Of the 50 sentences, 38 sentences
belong to the JUDGEMENT category, 42 in the AP-
PRECIATION category, and 34 in the AFFECT cat-
egory. Unlike Bio, all words (including adverbs
and adjectives) were classified as JUDGEMENT or
non-JUDGEMENT.

Psyca The previous two data sets differ in their
coverage of parts of speech. To make it possible to
compare the performance of our models in Bio and
Psyc, we created Psyca from Psyc by removing all
non-adjectives.

In our experiments using Bio, Psyc and Psyca

we perform a three-fold cross-validation because
there is not a sufficiently large amount of data to
divide into training, validation, and test sets.

4 Methodology

We briefly describe our methodology for carrying
out our experimentation. We employ LSTM-based
and transformer-based approaches.

4.1 Task Definition

We formulated our task as a sequence labelling
problem similar to the way it was used for the
opinion extraction task (Wang et al., 2016). A
sentence S is defined as a sequence of words,
[w1, w2, w3, . . . , wn]. Our aim is to extract a set
of phrases X = {o1, o2, o3, . . . , om}, where each
o ∈ X is either an opinion-ATTITUDESu word or

3http://www.grammatics.com/appraisal/
pangesti/pangesti-psy-texts.pdf

http://www.grammatics.com /appraisal/pangesti/pangesti-psy-texts.pdf
http://www.grammatics.com /appraisal/pangesti/pangesti-psy-texts.pdf
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Figure 3: System architectures for the transformer-based models.

not and |X| ≤ n. When a sentence does not con-
tain any ATTITUDESu word |X| = 0.

4.2 LSTM-based Models
Figure 2 shows the overall architecture of our
LSTM-based models (TC-LSTM, TD-LSTM and
RAM). For brevity, we summarise the mechanism
of our LSTM-based models as shown in Figure 2
below:

• TD-LSTM (Tang et al., 2016)—The idea of
this model is to use the preceding and the fol-
lowing context surrounding the target word
as a feature. Two LSTM networks are used
for this; the left LSTM neural network con-
sists of the preceding sentence along with the
potential opinion-ATTITUDESu word, and the
right LSTM neural network consists of the re-
maining context along with the potential tar-
get. The left LSTM network runs from left to
right, and the right LSTM network runs from
right to left. These LSTM networks are capa-
ble of learning the semantics of the sentence
(Tang et al., 2016).

• TC-LSTM (Tang et al., 2016)—This is a
modification of TD-LSTM. The key differ-
ence between TC-LSTM and TD-LSTM is
that, in TD-LSTM the input at each position
includes the embedding of the current word,
whereas TC-LSTM contains the concatena-
tion of the set of words preceding and follow-
ing the opinion-ATTITUDESu word. We ex-
pect that the concatenation of the words will
result in a higher accuracy than that of TD-
LSTM.

• RAM (Chen et al., 2017)—This uses a bi-
directional LSTM to produce a memory slice.

The memory slice is used to address the
shortcomings of the TC-LSTM model (not
being able to capture the target word if it is far
away from the target). These memory slices
are weighted according to the position of the
target. The input of RAM is the entire sen-
tence and the distance of potential opinion-
ATTITUDESu. Then, to classify the target of
the results are combined non-linearly with a
Gated Recurrent Unit (GRU).

Given the sentence ‘Joker is a villain’ and ‘vil-
lain’ as the current potential opinion-ATTITUDESu
word, we start by computing the embedding of
each word of each sequence. We use the BERT
embedding to perform a fair comparison between
all LSTM-based models. Once the embeddings
are computed, they are then averaged and passed
to the deep neural network layer to determine the
probability that villain is an ATTITUDESu-bearing
word.

4.3 Transformer-based Models

Figure 3 shows the architecture of the transform-
ers that we used for our experimentation, which
are TD-BERT (Gao et al., 2019), BERT-AEN (Yan
et al., 2021), and BARTABSA (Yan et al., 2021).
We briefly describe the functionality below:

• TD-BERT (Gao et al., 2019)—TD-BERT’s
architecture closely resembles that of BERT.
The key difference is that TD-BERT incorpo-
rates the potential target information into its
classification input, as described above.

• BERT-AEN (Song et al., 2019)—This
model uses an attention encoder network to
model the semantic interaction between the



whole sentence and the potential opinion-
ATTITUDESu word. The Target Specific At-
tention Layer is introduced so that it can
compute the hidden states of the input em-
bedding. Moreover, BERT-AEN uses label
smoothing regularisation (LSR) in the loss
function. LSR reduces overfitting by replac-
ing the 0 and 1 targets for the classifier with
smoothed values (such as 0.1 and 0.9, re-
spectively). This works well in our situation,
where we have a limited amount of data.

• BARTABSA (Yan et al., 2021)— (Yan et al.,
2021) formulate ABSA as a sequence-to-
sequence generation task. Specifically, they
use a pre-trained BART model (Lewis et al.,
2020) to extract a sentence’s opinion, as-
pect, and polarity. BART brings together the
strength of the GPT-2 model (decoder) and
BERT (encoder) for text understanding and
generation. Therefore, the researchers were
able to exploit the ‘student-teacher’ (Malik
et al., 2021) concept, in which the network
consists of an encoder (the teacher) and a de-
coder (the student). We are only interested in
the opinion phrase, so we modify the model
so that the decoder extracts only opinion-
ATTITUDESu words.

First, we feed a sentence S to our transformer-
based models, which is a sequence of words
[w1, w2, . . . , wN ]. We then transform the given
sentence (S) into [CLS] ++ S ++ [SEP] and
[CLS] ++ wk ++ [SEP] together with the label
wk, where k ∈ {1 . . . N}. Here within is where
all the similarities of all the transformer models
stop; for BARTABSA—we include positional in-
put which are P = (ps, p1, ...pk), where pk is the
positional encoding for wk. Positional encoding is
introduced to keep in mind the sequence of words
that appear in the given S. We did not use these
information for our other two models as it was not
required.

For TD-BERT and BERT-AEN, we use pre-
trained BERTBase uncased (Devlin et al., 2019)
and for BARTABSA, we use BARTBase as the
pre-trained model (Lewis et al., 2020). For TD-
BERT and BERT-AEN, there are not any posi-
tional encoding.

Data Set: Lap14 Res14 Res15
Number of sentences 3848 3844 2000
Number of opinion terms 3178 4492 1720
Average number of opinion
words

0.82 1.16 0.86

Table 1: Details of the SemEval data sets used as part
of sanity checks for the models we have described in
Section 4.

5 SemEval Data Set and Sanity Check

We use three SemEval data sets: Lap14, Res14
and Res15 (Pontiki et al., 2015, 2016) to check
our implementations. Initially, these data sets
contained only aspects and sentiments, but Wang
et al. (2016) annotated the data to contain opin-
ion terms. Table 1 describes the distribution of
items in the data sets. Wang et al. (2016) used
crowdsourcing workers to annotate this data set.
However, they did not provide the agreement level
between the annotators. We hypothesise that the
level of agreement between the annotators is high
because models such as BARTABSA were able
to obtain high F1 scores. Therefore, we hypothe-
sise that if the opinion identification task in ABSA
is trivial, it would also mean that automated ap-
proaches can perform well in identifying JUDGE-
MENT and APPRECIATION.

These data have already been divided into train-
ing and test sets. We maintain those splits in our
experiments. The purpose of using the SemEval
data set is to validate our implementation to ensure
that the scores we obtained are within the range of
the scores reported in the literature (Zhang et al.,
2022). By verifying if our implementation is cor-
rect, we can then evaluate the performance of these
models in our data sets.

6 Experimental Setup

For our experiments, we used pyTorch-ABSA4.
The framework is implemented in PyTorch5 1.71,
spaCy6 1.9 and huggingface 3.4.0. We ran
our experiments on Google Cloud Platform with
16 vCPUs (Intel Xeon E5 CPU @ 2.50Ghz),
16 GiB of RAM and an NVIDIA Tesla P100.

We use two baselines. First, we use the Naive
Bayes (NB) classifier as our baseline. We trained
the NB classifier on the three SemEval data sets

4https://github.com/songyouwei/
ABSA-PyTorch

5https://www.tensorflow.org/
6https://pypi.org/project/spacy/

https://github.com/songyouwei/ABSA-PyTorch
https://github.com/songyouwei/ABSA-PyTorch
https://www.tensorflow.org/
https://pypi.org/project/spacy/


Model Original implementation (Acc) Ours (Acc) Diff
TD-LSTM 0.764 (Tang et al., 2016) 0.746 -2.42%
TC-LSTM 0.760 (Tang et al., 2016) 0.721 -5.14%
Model Original implementation (F1) Ours (F1) Diff
RAM 0.708 (Chen et al., 2017) 0.659 -6.86%
TD-BERT 0.769 (Gao et al., 2019) 0.780 1.35%
BERT-AEN 0.737 (Song et al., 2019) 0.712 -3.42%
BARTABSA 0.870 (Yan et al., 2021) 0.828 -4.88%

Table 2: Performance of our implementation compared with the authors’ original performance on the Res14 data
set. TD-LSTM and TC-LSTM models comparisons are using accuracy score (Acc) and the others are using F1

because those are the metrics reported by the original authors.

using the same split. We use SO-CAL (Taboada
et al., 2011) as our second baseline because it is the
only publicly available APPRAISAL classifier. SO-
CAL produces a probability score for each cate-
gory of the APPRAISAL taxonomy, but we are only
interested in JUDGEMENT and APPRECIATION. So
we only consider the word to be JUDGEMENT or
APPRECIATION if either one of the labels is the
highest of the probabilities and if the probability
of JUDGEMENT or APPRECIATION is greater than
a given threshold.7

For LSTM-based models, we set the dropout to
0.2 to avoid overfitting, and the number of hidden
LSTM units was set to 300. We use Adam Opti-
mizer with a learning rate of 10−5 for 30 epochs.
The batch size was 64. We used our validation
F1 score as an early stopping criterion. Train-
ing stopped if we reached the maximum number
of epochs or if the score did not increase for 20
epochs.

For our transformer-based models, the best pa-
rameters we found were with a batch size of 32, a
maximum sequence length of 128, the maximum
predictions per sequence of 20, and a learning rate
of 10−5 using the Adam Optimizer.

We performed our experiments five times (us-
ing five different random seeds) and reported av-
erage performance except when we validated the
SemEval scores, as we were interested in validat-
ing the correctness of our implementation.

7 Results

First, we reran our models on the SemEval data
set to ensure that our implementation was correct.
We then evaluated our models in our data sets.
Finally, we present our findings of the similari-

7We set the threshold to 0.5, noting that the probabilities
do not need to add to 1.0

ties between opinion-ATTITUDESu words in AP-
PRAISAL and opinion words in ABSA tasks.

7.1 Validating SemEval Scores

Here, we performed a sanity check on the correct-
ness of our implementation. We applied the six
models to the aspect extraction task on the Se-
mEval data. We chose aspect extraction because
these were the scores that all of the papers re-
ported, making it a fair basis on which to per-
form our comparisons. Validating for all data sets
requires tremendous computing resources; there-
fore, we scoped our sanity check on the Res14 data
set. The results are reported in Table 2.

We compared the performance of the LSTM-
based models using accuracy, since that was the
metric that the original authors used. However,
we compared the other models using F1 because
that was the metrics used by the original authors
of these models. In all cases, except for TD-BERT,
our performance is slightly lower than the perfor-
mance published by the original authors.

This is not unexpected, as the implementations
we use come from the pyTorch library, so they
might be slightly different from those of the origi-
nal authors who would have implemented the sys-
tems themselves. This difference in implementa-
tion may introduce subtle differences in perfor-
mance that could easily account for a few per-
cent of the final score. Furthermore, we do not
have the same hardware setup as the original au-
thors, which is also known to affect the final per-
formance of machine learning (Crane, 2018). Al-
though we are using transfer learning in trans-
former networks, the order of operations, the
GPU, and the accuracy of the numerical represen-
tation all play a role in the final performance. We
expect that this might explain a few percent differ-



ence in the final results.
Nevertheless, from the results in Table 2, it is

reasonable to believe that our implementations are
sound because the performance is close to that re-
ported in the original papers. Our paired t-test did
not show statistically significant differences at the
p < 0.05 level, so we are confident that our imple-
mentations are valid.

7.2 Effectiveness on extracting JUDGEMENT
and APPRECIATION words

We evaluated the effectiveness of our LSTM-
based models and transformer-based models in
identifying ATTITUDESu words from Bio, Psyc and
Psyca. We present our scores in Table 3.

Across the three data sets that we evaluated, we
have observed that the data set on which our mod-
els were trained played an essential role in terms
of the F1 scores we obtained. For example, across
the six models, we can observe that using a trained
Lap14 results in poor performance in the Psyc and
Psyca data sets. The poor performance could be
explained by the fact that the vocabularies used in
Psyca differ from Lap14. On the other hand, we
can see that our models perform reasonably well
in Bio as shown by the F1 scores on the Res14-
trained models and Res15-trained models. Our vi-
sual inspection of the Res14 and Res15 data sets
found that they contain a mixture of APPRECIA-
TION and JUDGEMENT words which is similar to
Bio. Therefore, our six models could take advan-
tage of these similarities and perform well in the
Bio data set.

The baseline, SO-CAL, does not perform well
compared to machine learning models. This could
be due to the use of a lexicon. By their very nature,
lexicons are domain-specific, and if the source do-
main does not match the domain of the data set,
then performance can be expected to be impacted.
Closer inspection shows that about 39% of the
opinion-ATTITUDESu phrases used in the Bio data
set is in the SO-CAL lexicon, and about 21% of
the opinion-ATTITUDESu phrases in the Psyc data
set are in the lexicon.

We find that lexicon based are more susceptible
to ambiguity. For example, in the sentence from
Bio, ‘It was lovely of them to help me’, and for
the word ‘lovely’, SO-CAL gave an AFFECT score
of 0.60 and a JUDGEMENT score of 0.48; and so
incorrectly classified the word. In this case, the
context of the sentence is essential for a correct

classification. All LSTM and transformer models
correctly identified this context and correctly clas-
sified the word. We have also observed that the
NB Classifier’s performance is comparable to SO-
CAL. We hypothesise that if we further expand the
vocabularies in SO-CAL from our training data
set, the performance of SO-CAL could be further
improved.

RAM was the best of the LSTM-based mod-
els. Although we did not find statistically signif-
icant differences between the LSTM-based mod-
els when we performed a one-way ANOVA (p <
0.05), we believe that incorporating the potential
opinion-ATTITUDESu word in its memory slices al-
lowed the RAM model to understand the nuances
of sentences, even if the potential words are far
away. In TC-LSTM, the incorporation of target
information in each step during training further re-
duces the scores compared to not using it in TD-
LSTM. TD-LSTM, on the other hand, was a lit-
tle chaotic. The chaotic behaviour could be due
to how the opinion-ATTITUDESu words are located
further away in the sentence. We cannot be sure,
as the data set on which we evaluated our models
was small.

Regarding the transformer-based approach, the
best-performing model is BARTABSA: Bio (F1

= 0.623), Psyc (F1 = 0.414) and Psyca data set
(F1 = 0.436), suggesting that the sequence-to-
sequence paradigm and the use of BART are an
accurate way of extracting opinion-ATTITUDESu
phrases. BARTABSA substantially outperformed
our baseline, SO-CAL, scoring more than dou-
ble on all metrics we used. As for the other
transformer models (TD-BERT and BERT-AEN),
we find that the performance of these models is
similar; in particular, we were impressed by TD-
BERT’s performance, as the performance is com-
parable to a more complex transformer-based ap-
proach (BERT-AEN). We then performed a paired
t-test, which did not show statistically significant
differences at the p < 0.05 level between these
two models.

Our results suggest that positional information
helps BARTABSA achieve strong performance.
Further improvements in BARTABSA might be
possible by incorporating Part-of-Speech (PoS) in-
formation. Su and Hunston (2019) demonstrated
that JUDGEMENT and APPRECIATION could be
identified by their adjective patterns, including the
prepositions or clauses that follow after the word



Model Bio (Lap14) Psyc (Lap14) Psyca (Lap14) Bio (Res14) Psyc (Res14) Psyca (Res14) Bio (Res15) Psyc (Res15) Psyca (Res15)
NB 0.101 ± 0.000 0.084 ± 0.000 0.095 ± 0.000 0.188 ± 0.000 0.104 ± 0.000 0.110 ± 0.000 0.164 ± 0.000 0.124 ± 0.000 0.116 ± 0.000
SO-CAL 0.143 ± 0.000 0.122 ± 0.000 0.145 ± 0.000 0.224 ± 0.000 0.148 ± 0.000 0.160 ± 0.000 0.228 ± 0.000 0.144 ± 0.000 0.155 ± 0.000
TD-LSTM 0.428 ± 0.144 0.244 ± 0.112 0.210 ± 0.123 0.528 ± 0.132 0.410 ± 0.135 0.402 ± 0.118 0.468 ± 0.152 0.344 ± 0.153 0.360 ± 0.145
TC-LSTM 0.401 ± 0.202 0.232 ± 0.310 0.298 ± 0.225 0.501 ± 0.199 0.406 ± 0.194 0.398 ± 0.205 0.456 ± 0.188 0.332 ± 0.198 0.358 ± 0.205
RAM 0.450 ± 0.168 0.291 ± 0.197 0.197 ± 0.188 0.548 ± 0.158 0.461 ± 0.174 0.397 ± 0.181 0.492 ± 0.155 0.365 ± 0.158 0.367 ± 0.176
TD-BERT 0.487 ± 0.144 0.315 ± 0.157 0.341 ± 0.169 0.617 ± 0.135 0.412 ± 0.124 0.422 ± 0.143 0.547 ± 0.142 0.399 ± 0.149 0.382 ± 0.140
BERT-AEN 0.504 ± 0.153 0.323 ± 0.170 0.359 ± 0.221 0.618 ± 0.161 0.408 ± 0.175 0.416 ± 0.152 0.564 ± 0.173 0.381 ± 0.162 0.378 ± 0.146
BARTABSA 0.598 ± 0.185 0.364 ± 0.189 0.386 ± 0.198 0.623 ± 0.196 0.414 ± 0.182 0.436 ± 0.185 0.588 ± 0.185 0.403 ± 0.199 0.394 ± 0.181

Table 3: F1 scores (with standard deviation) of the models evaluated on Bio and Psyc when trained on Lap14,
Res14 and Res15 data set. BARTABSA is the best-performing model across all three data sets (highlighted in
bold).

Model Bioopi (Lap14) Psycopi (Lap14) Bioopi (Res14) Psycopi (Res14) Bioopi (Res15) Psycopi (Res15)
RAM 0.446 ± 0.215 0.297 ± 0.198 0.562 ± 0.232 0.487 ± 0.224 0.506 ± 0.000 0.388 ± 0.000
BARTABSA 0.582 ± 0.153 0.384 ± 0.146 0.663 ± 0.145 0.448± 0.138 0.592 ± 0.000 0.457 ± 0.000

Table 4: F1 scores of the best-performing models (with standard deviation) evaluated on Bioopi and Psycopi when
trained on Lap14, Res14 and Res15 data sets. The best-performing model is highlighted in bold.

(for example, if an adjective is followed by a that
clause, it is likely to be JUDGEMENT). We leave
the investigation of PoS in BARTABSA for future
work.

7.3 Are ATTITUDESu and Opinion similar?

Our above findings do not yet provide a clear in-
dicator of whether opinion-ATTITUDESu in AP-
PRAISAL tasks and opinions in ABSA tasks are
the same. To accurately determine whether they
are similar, we then asked three annotators (two
undergraduates and a postgraduate) to re-annotate
the Bio and Psyc data set by following ABSA
Opinion extraction guidelines. We will refer to
these newly annotated data sets of Bio and Psyc
data sets as Bioopi and Psycopi. As a guideline,
we provide samples from SemEval tasks with ran-
domly selected examples from the training portion
of the SemEval data set. These were the same
samples that Wang et al. (2016) used to annotate
the SemEval data set.

We present our findings in Table 4. It is notice-
able here that the scores we obtained are similar
to the scores we reported in Table 3. Observing
only the scores would make it difficult to quantify
opinion-ATTITUDESu, so we needed to perform a
statistical analysis to determine whether opinion-
ATTITUDESu and opinion in ABSA are the same.
We first performed a pair chi-square test by com-
paring the performance of BARTABSA, that is
trained on the Res14 data set, at identifying opin-
ion words in Bio and Bioopi. We then proceeded to
rerun the same test on the different models (i.e.,
BARTABSA trained on the Res15 data set) but
evaluated on the same pair of data sets (i.e., Bio

and Bioopi). We then repeated the same test on dif-
ferent combinations of models and with Psyc and
Psycopi.

The analysis did not show statistically sig-
nificant differences between opinion-ATTITUDESu
and opinion-ABSA in all combinations at the p <
0.05 level. Although our finding of no statistical
significance supports the argument of Su and Hun-
ston (2019) that opinion bearing words are a com-
bination of JUDGEMENT and APPRECIATION, we
cannot be sure that this would always be the case.
This is because our data set is too small to draw a
solid conclusion, so we cannot be certain that our
findings are applicable on other APPRAISAL data
sets.

Annotating a large APPRAISAL data set from
scratch can be challenging due to the costs of lin-
guists needed for the process (Snow et al., 2008;
Lease, 2011). We suggest that this problem can
be addressed by using the SemEval data set as a
base and annotate the opinions following the AP-
PRAISAL taxonomy.

8 Conclusion & Limitations

In this work, we investigated whether JUDGE-
MENT and APPRECIATION branches of the AP-
PRAISAL taxonomy and opinion in Aspect-Based
Sentiment Analysis (ABSA) tasks are similar. We
use existing ABSA data sets and models to eval-
uate on two publicly available APPRAISAL data
sets. Our empirical results show that there are
similarities between the two tasks. Our proposed
methodology needs to be carefully tested when
reapplied: we were only able to perform exper-
iments on small data sets. Secondly, we focus



on the JUDGEMENT and APPRECIATION branches
of APPRAISAL, although it would be interesting
to see if we could use triplet-extraction task from
ABSA. We hope that our work here could moti-
vate Systemic Functional linguists community and
NLP community to work together.
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