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Abstract

Public expression of vaccine related sentiment
on social media platforms can be used in infor-
mation surveillance applications to gain insight
into vaccine hesitancy and its spread. Effective
identification of vaccine-negative content con-
stitutes one of the most fundamental building
blocks in such applications.

Here, we investigate the role of users’ previous
vaccine-related posts, in the capacity of stance
text classifiers to detect vaccine-negative con-
tent. We conduct experiments on a dataset of
over 7K tweets manually labeled for vaccina-
tion stance captured between 2017 and 2019,
with unlabeled historical data.

Our results indicate that incorporating user-
generated-context improves stance detection.
It also bridges the effectiveness gap between
simple linear models and state-of-the art text
classifiers, highlighting the importance of data
capture strategy to the downstream task.

1 Introduction

Vaccine hesitancy is defined as delayed acceptance
or refusal of vaccines despite their availability. It is
believed that vaccine hesitancy and refusal may be
amplified by the spread of vaccine-negative content
on social media (Raballo et al., 2022).

Stance detection is a process of identification of
speaker’s judgment or standpoint towards a given
proposition (Biber and Finegan, 1988; Mohammad
et al., 2017). It is often modelled as a classifica-
tion task of assigning an against, for or neural
label to a text for a given target. In the context
of social media, detecting anti-vaccine content can
be seen as a building block fundamental to imple-
mentation of mitigation and monitoring strategies,
understanding fears and concerns expressed in the
public discourse (Mitra et al., 2021). In this prob-
lem, vaccine hesitancy is considered the target for
stance detection.

In this paper we simplify the problem of stance
detection by modelling it as a binary text classifi-
cation task. In this set-up we investigate the im-
pact of including users’ historic tweets in detecting
vaccine-negative utterances. We conduct experi-
ments on a dataset of over 7K tweets manually
labelled for vaccine stance captured between 2017
and 2019, which contains unlabelled historical data
from the authors of the labelled tweets. Our work
focuses on the impact of the availability of his-
toric user-generated content on effectiveness on
the downstream text classification task. We com-
pare Transformer-based models, which allow for
modelling the historical context in a cross-encoder,
with traditional linear models incorporating these
historical tweets in a Bag-of-Words (BoW) repre-
sentation encompassing the labelled utterance.

2 Related Work

Our study relates to the literature on using social
media for public health and, in particular, for de-
tection of vaccination hesitancy. It also relates to
Twitter, and other social media, text classification,
sentiment and stance detection.

Social Media for Public Health Natural Lan-
guage Processing (NLP) techniques for social me-
dia have been leveraged in different public health
applications (Paul and Dredze, 2017; Conway et al.,
2019), including for mental health (Calvo et al.,
2017), syndromic surveillance (Jimeno Yepes et al.,
2015; Ofoghi et al., 2016; Huang et al., 2016) of
acute diseases (Joshi et al., 2020b) or infectious
diseases (Joshi et al., 2019, 2020a), detecting user
behaviour towards vaccination (Joshi et al., 2018),
and personal health mention detection (Iyer et al.,
2019). A survey of different social media platforms
utilised for public health is presented by (Conway
et al., 2019), showing a range of different platforms
such as Twitter, Whatsapp, Facebook, and Reddit,
as well as applications and methods.



Vaccination hesitancy detection Social media,
in particular, Twitter have been a data source for
gauging the public opinions on vaccines. Morante
et al. (2020) present the Vaccination Corpus which
annotated a corpus of 294 online debates published
in news, blogs, editorial, governmental reports,
science articles for their stance towards measles
vaccines. Lanyi et al. (2022) analysed Twitter for
COVID-19 vaccine hesitancy in order to identify
barriers to vaccination in the UK. They approached
this as a sentiment analysis and then mapped the
tweets to predefined set of potential barriers such
as safety or mistrust.

Mitra et al. (2021) studied Twitter data for a four-
year period to understand anti-Vaccination attitudes.
They used tweets of different users as their context
to identify whether they are anti-vaccination. For
their analysis they used topic modelling.

Stance Detection in social media Stance and
sentiment detection on social media text, especially
tweets, pose difficulties. Tweets are short and it
can be difficult to identify the user’s view either in
terms on sentiment (positive, negative, neural) or
stance (pro, anti, neutral) on a specific topic (Mo-
hammad et al., 2017).

Medford et al. (2020) emphasise on the impor-
tance of Twitter data sentiment analysis during an
outbreak of an infectious disease. They processed
a large set of tweets using sentiment analysis and
topic modelling in the early stages of the COVID-
19 pandemic to help understand the effect of the
outbreak on the public’s emotions and beliefs.

Conforti et al. (2020) annotated a large corpus
of tweets (over 51 thousand) for stance detection.
The dataset represents public expressions of opin-
ion on mergers and acquisition operations between
companies. They also benchmark a number of
different stance detection methods, including tradi-
tional ones such as SVM and those based on neural
networks, such as CrossNet (Zheng et al., 2018).
Conforti et al. (2021) uses this dataset to investigate
cross-domain learning for stance detection when
annotated data does not exist for a given target.

Stance detection using neural network-based
methods is also investigated by Xu et al. (2018).
They experimented with two different datasets from
Twitter and showed promising results for cross-
target stance detection using three methods based
on BiLSTM (Zhou et al., 2016), MITRE (Augen-
stein et al., 2016).

Stance detection for opinions towards vaccina-

tion is studied by Skeppstedt et al. (2017). They
annotated data from the British parental website
Mumsnet for three labels of ‘against’, ‘for’, and
‘undecided’ and trained linear SVMs for stance de-
tection.

Tweet Classification using Context Literature
has long investigated the potential of context in
classification of microblogs (or tweets) as a method
to include more information to an otherwise short
text. Historical tweets have been used in stance
detection on Twitter, namely in fake news and sar-
casm detection. Dou et al. (2021) used historical
tweets to create a fake news detection framework
that fuses historical tweets, news reports and en-
gagement across user networks. Historical tweets
can be incorporated in multiple way. Most com-
monly, they are bundled per user into one document.
Chaudhry and Lease (2022) assess the impact of
adding historical tweets in groups on a LSTM clas-
sifier, where the output is then fed into a Gradient
Boosted Decision Tree classifier. They choose to
retrieve up to 20 historical tweets per user, and
separate groups of five. They highlighted the im-
portance of context in these classification tasks,
finding qualitatively that tweets were labelled often
incorrectly on their own, but with context of a users
historical tweets it could correctly label the tweet.

3 Dataset and Experimental Setup

The original dataset We conduct our experi-
ments on a Twitter-based dataset by Dunn et al.
(2020). The dataset consists of 10,080 vaccine-
related Twitter posts (tweets) manually labelled
for vaccine stance (anti-vaccine, pro-vaccine, oth-
er/neutral). The tweets were collected with vaccine-
specific Twitter queries between January 12, 2017,
and December 3, 2019 from U.S. based Twitter
users with then-active accounts. The dataset also
contains unlabelled historical vaccine-related (i.e.,
collected with the same queries) tweets from the
authors of the labelled tweets. Each tweet in the
dataset is represented with a user handle, times-
tamp, and the tweet content.

The task We frame the stance detection task in
our experiments as a binary text classification prob-
lem with the focus on detecting the anti-vaccine
content. The binarisation is, therefore, straightfor-
ward: we treat both the vaccine-positive and neutral
classes as a new (binary) negative class, with the
tweets labelled as vaccine-negative becoming the



new positive class.

Filtering The dataset comes with retweets fil-
tered out (from both labelled and unlabelled data).
Additionally, we filter the labelled data based on
the availability of historical tweets – we only use
tweets from users that have at least four historical
tweets in the unlabelled portion of the dataset.

Preprocessing Since the focus of our experi-
ments is on text-content-based stance detection
in tweets, we set out to minimise the impact of
network-specific features creeping into this textual
content. We, therefore, normalise all user mentions
with a ‘USERNAME’ placeholder.

Data at a glance Our dataset after filtering con-
sists of 7,194 labelled tweets from 7,194 unique
users (794 positive class/vaccine-negative and 6400
negative class/vaccine-positive-or-neutral), with ev-
ery user in this dataset having at least 4 unlabelled
historical tweets.

Experiments and setup We split the data into
training and testing sets, with an 80–20 proportion.
The training tweets were posted prior to the test
tweets. In experiments where the historical tweets
are incorporated, they are incorporated both at train-
ing and testing time. For traditional baselines (lo-
gistic regression–LR–and SVM) we incorporate the
historical tweets by simply appending their text to
the text of the labelled tweet (so, the historical con-
text is modelled in the same BOW representation
as the labelled tweet). For transformer-based mod-
els (RoBERTa variants) the historical tweets are
appended after a SEP token (so, the labelled tweet
becomes Sentence A of the BERT input, while
the historical tweets are concatenated and fed as
Sentence B part of the input). The hyperparame-
ter tuning for LR and SVM was done with 3-fold
cross-validation with grid search. For BERT-based
models the hyperparameters for fine-tuning (batch
size, number of epochs, learning rate) were tuned
manually on a validation set (25% of the training
data). This manual tuning was performed once for
RoBERTa-base model with no historical tweets and
its results (batch size of 16, learning rate of 2e-5,
and 1 epoch of training) were applied directly to all
other experiments with BERT derivatives. For each
of the models we report results with no historical
tweets, and with 1, 2, 3, and 4 historical tweets
included in the training and inference.

We experiment with RoBERTa-base (henceforth

referred to as ‘plain RoBERTa’) model as a domain
agnostic BERT variant. We use a model trained
for sentiment detection on Twitter1 as a Twitter-
optimised initial checkpoint. We chose RoBERTa
variants over BERT due to more stable training and
higher effectiveness in our initial experiments.

For the more successful of the two RoBERTa
variants we run an additional experiment, where
the predictions are produced only with the 4 histor-
ical context (so, the text of the actual training/test
tweet is not used), to illustrate the predictive power
behind the historical tweets. All RoBERTa results
are averaged across 5 runs.

Where comparison are made between the results,
we use approximate paired randomisation test to
test for statistical significance of our findings. For
transformer-based models we use the predictions
resulting in median F1 score for significance test-
ing, where not stated otherwise.

Dealing with imbalance While imbalanced clas-
sification adds a layer of complexity to our task,
dealing with class imbalance is not our core focus.
We therefore deal with the skew in our training
dataset using standard approaches. In SVM and lo-
gistic regression we use regularisation inversely
proportional to class size. In RoBERTa mod-
els we oversample the minority (vaccine-negative)
class (10-fold). Both approaches yielded improve-
ments of effectiveness on a validation set in our
exploratory experiments, so we decided to incorpo-
rate them across the board.

4 Results

Our experiments on comparing different methods
and different levels of context are presented in Ta-
ble 1. We report precision, recall and F1-Score
on the minority class (vaccine-negative). We ob-
serve the best results for plain RoBERTa with
user-context incorporated by appending 4 historical
tweets. Improvements in classification effective-
ness can be seen across the board with incorpora-
tion of historical tweets, with linear models improv-
ing more, when compared to respective runs with
no user-context.

5 Discussion

Our results demonstrate that adding historical
tweets improves vaccine-negative stance detection

1cardiffnlp/twitter-roberta-base-sentiment-latest



Method Precision Recall F1-Score

LogReg no HT 0.56 0.45 0.50
LogReg 1 HT 0.66 0.54 0.59
LogReg 2 HT 0.69 0.58 0.63
LogReg 3 HT 0.72 0.57 0.64
LogReg 4 HT 0.73 0.58 0.65

Lin. SVM no HT 0.58 0.31 0.40
Lin. SVM 1 HT 0.55 0.6 0.57
Lin. SVM 2 HT 0.64 0.58 0.61
Lin. SVM 3 HT 0.64 0.58 0.61
Lin. SVM 4 HT 0.69 0.61 0.65

RoBERTa no HT 0.67 ± 0.028 0.51 ± 0.027 0.58 ± 0.009
RoBERTa 1 HT 0.69 ± 0.024 0.56 ± 0.028 0.62 ± 0.019
RoBERTa 2 HT 0.72 ± 0.021 0.61 ± 0.034 0.66 ± 0.024
RoBERTa 3 HT 0.71 ± 0.015 0.66 ± 0.028 0.68 ± 0.010
RoBERTa 4 HT 0.74 ± 0.021 0.66 ± 0.038 0.69 ± 0.020

Twitter RoBERTa no HT 0.62 ± 0.027 0.51 ± 0.025 0.56 ± 0.007
Twitter RoBERTa 1 HT 0.68 ± 0.026 0.56 ± 0.009 0.61 ± 0.006
Twitter RoBERTa 2 HT 0.71 ± 0.014 0.57 ± 0.020 0.63 ± 0.016
Twitter RoBERTa 3 HT 0.71 ± 0.016 0.60 ± 0.022 0.65 ± 0.017
Twitter RoBERTa 4 HT 0.72 ± 0.026 0.63 ± 0.025 0.67 ± 0.008

RoBERTa only HT 0.49 ± 0.034 0.71 ± 0.021 0.58 ± 0.022

Table 1: Comparison of different classification methods.
HT stands for Historical Tweets.

in tweets, both for transformer-based and tradi-
tional ML models. Importantly, in our study the
benefits of incorporating user-context clearly out-
weigh the benefits of using domain-specific inter-
mediate training (compare, e.g., ‘RoBERTa no HT’
vs ‘RoBERTa 2 HT’ – with statistically significant
F1 improvement with p=0.004 – and ‘RoBERTa no
HT’ vs ‘Twitter RoBERTa no HT’, resulting in a
statistically insignificant decline in F1).

Interestingly, including the historical tweets lev-
els the field between linear models and Transform-
ers. Differences between either RoBERTa 4 HT
and logistic regression 4 HT are not statistically
significant for the RoBERTa models with median
F1 (although the plain RoBERTa model with the
highest F1 yields a ‘statistically significant’ im-
provement in an uncorrected test). We believe this
can be explained by the transformer-based models
being better at dealing with very sparse utterances
of single tweets (both RoBERTa models with no
HT are significantly more effective in terms of F1
than logistic regression without historical tweets;
p=0.01 and p=0.05, respectively). The presence of
additional contexts yields the dense representations
used by RoBERTa to ‘fill in the blanks’ less useful.

Improvements in effectiveness comparable are
in magnitude (although not directly comparable2)
to improvements attained using more specialised
models and user metadata on a super-set of the

2The authors of the cited work evaluated their methodology
in a multi-class setup, and without filtering for historical tweet
availability (thus, with more training data).

same data by Naseem et al. (2021). Harnessing
topic-specific historical tweets can be seen as an
alternative mechanism of user profiling, which ar-
guably carries lower risk of re-identification than
combining network feature, user metadata, and tex-
tual features.

The last row of Table1 reports an experiment
with a model exposed to historical context only,
both at training and testing. I.e., the task here can
be represented as predicting the stance of the next
tweet from a specific user, given their posting his-
tory on a specific topic (here, vaccines). Interest-
ingly, it seems to be the only recall-biased model in
our experiments, which indicates that the models
are more likely to mistake vaccine-positive/neutral
contexts for vaccine-negative contexts than they
are to mistake a vaccine-positive-or-neutral tweet
for a vaccine-negative one.

6 Limitations

The presented work constitutes an initial, ex-
ploratory step towards incorporating user-produced
context (historic posts) into a vaccine stance surveil-
lance pipeline. We only explore an artificial ver-
sion of the problem, where we look at artificial
user groups with 1 to 5 posts specific to the topic
of interest.

Another limitation of our work is relates to limi-
tations of current transformer-based classification
models, which can only be applied to texts of lim-
ited length. Our exploratory study does not offer
solutions towards incorporating broader historical
context in training and inference.

7 Conclusions and Future Work

We investigated the problem of vaccination stance
detection in Twitter using historical tweets by dif-
ferent Twitter users. We compared different text
classification methods to identify stance of users.
Our results point to a methodology to improve de-
tection effectiveness through improved data col-
lection pipeline for health-related social media in-
foveillance. We hypothesise that our strategy is
especially applicable in scenarios where the public
is highly polarised.

As future work, we will explore opportunities,
and difficulties, around the use of user-generated
context in experimental setup more similar to real-
world applications.
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