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Abstract

Since the inception of crowdsourcing, aggre-
gation has been a common strategy for deal-
ing with unreliable data. Aggregate ratings are
more reliable than individual ones. However,
many natural language processing (NLP) appli-
cations that rely on aggregate ratings only re-
port the reliability of individual ratings, which
is the incorrect unit of analysis. In these in-
stances, the data reliability is under-reported,
and a proposed k-rater reliability (kRR) should
be used as the correct data reliability for aggre-
gated datasets. It is a multi-rater generalization
of inter-rater reliability (IRR). We conducted
two replications of the WordSim-353 bench-
mark, and present empirical, analytical, and
bootstrap-based methods for computing kRR
on WordSim-353. These methods produce very
similar results. We hope this discussion will
nudge researchers to report kRR in addition to
IRR.

1 Introduction

Crowdsourcing has become a mainstay for data
collection in NLP (Geva et al., 2019; Sabou et al.,
2014). It can produce data in a scalable and cost
effective manner. However, these benefits come at
a cost: quality. The reliability of crowd workers is
always of central concern. One common strategy
to increase the data reliability is to collect multiple,
independent judgements and to use the aggregated
judgements instead. Indeed, early papers such as
Snow et al. (2008) show that average ratings cor-
relate more strongly with expert judgements. This
makes sense, as average ratings are known to have a
higher reliability than individual ones (Ebel, 1951).

A number of strategies have been proposed to ad-
dress data quality issues, e.g. rater modeling, label
correction, label pruning (Kumar and Lease, 2011),
but aggregation remains very popular (Prabhakaran
et al., 2021). Sheshadri and Lease (2013) present
nine crowdsourced datasets across a wide range of
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NLP tasks to compare different aggregation meth-
ods. See Difallah and Checco (2021) for a recent
review of aggregation techniques. In short, aggre-
gation has become the default method for acquiring
reliable data from the crowd.

Interestingly, after we adopted aggregation as
a community, we forgot to update our reliability
measures correspondingly. The field continues to
report data reliability in terms of IRR, even when
aggregate ratings are used. Focusing on IRR, we
are unable to capture the increase in reliability due
to aggregation. The actual data reliability is hence
unknown. This has important consequences. Relia-
bility is often used as a safeguard for reproducibil-
ity. Therefore conclusions about the reproducibility
of a dataset drawn based the reliability of individ-
ual ratings may be different than that based on the
reliability of aggregate ratings.

By reporting the correct reliability that is actu-
ally higher, this may even have a side effect of
lessening the stigma on low-IRR datasets. As a
result, this may create a path forward towards reli-
able data on subjective tasks, where a high IRR is
difficult to obtain, such as emotions (Wong et al.,
2021) and toxicity (Wulczyn et al., 2017). With a
reproducibility crisis looming in the background
(Baker, 2016; Hutson, 2018), more frequent and
accurate reporting of reliability is our primary safe-
guard (Paritosh, 2012).

We denote the reliability of aggregate ratings
as k-rater reliability (kRR), in order to differenti-
ate it from inter-rater reliability. In this paper we
present a few methods for computing kRR. First,
we demonstrate a general, empirical approach that
is based on replications. To that end, we conducted
two replications of WordSim-353 (Finkelstein et al.,
2001), a widely used word similarity dataset. We
then discuss two other alternatives that do not re-
quire replications. One is a re-sampling-based boot-
strap approach (Efron and Tibshirani, 1994). It is
suitable for experiments with a high rating redun-
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dancy. The other is an existing analytical approach
based on intraclass correlation (ICC). It is suitable
for continuous data where the aggregation is the
mean. We conclude with recommendations for
reporting reliability of crowdsourced annotations,
and novel research questions to expand the useful-
ness of kRR.

2 Related Work

Various authors have stressed the importance of
measuring reliability for the correct unit of analy-
sis. Ebel (1951) asks “Is it better to estimate the
reliability of individual ratings or the reliability of
average ratings? If decisions are based upon aver-
age ratings, it of course follows that the reliability
with which one should be concerned is the relia-
bility of those averages.” Shrout and Fleiss (1979)
and Hallgren (2012) reiterate similar points.

These studies primarily focus on the reliability
of the mean, which is just one of many different
aggregation methods. There is a reason. Not only
is the mean a popular choice, it is also the only
known choice where the reliability of the aggregate
ratings can be computed analytically from the re-
liability of individual ratings. This is done in the
ICC framework. ICC is typically used to measure
the reliability of single ratings, but it actually has
a variant that can be used for mean ratings as well.
Shrout and Fleiss (1979) list several types of ICC
coefficient, one of which is for mean ratings. They
call it ICC(k), where k is the number of ratings per
item. In this generalized notation, ICC(1) is just the
reliability of individual ratings, or the IRR. Note
that McGraw and Wong (1996) use a slightly dif-
ferent notation, ICC(1, k), to explicitly denote that
it is for a one-way random effects model, where
the raters are treated as interchangeable. That is
a common assumption in most crowdsourcing ex-
periments done on commercial platforms such as
Amazon Mechanical Turk.

ICC(k) is an established way of measuring the
reliability of mean ratings, hence it is readily us-
able by researchers. However, it has some draw-
backs. Being part of the ICC family, ICC(k) is
only applicable to continuous data. In addition,
ICC(k) measures the reliability of mean ratings,
therefore it cannot accommodate other aggrega-
tion functions. In other words, for other popular
data types, such as majority votes of binary data,
there is no known coefficients for measuring the
reliability of aggregate ratings. Other than ICC(k),

the authors are not aware of any multi-rater gen-
eralization for other coefficients such as Cohen’s
(1960) kappa or Krippendorft’s alpha (Krippen-
dorff, 2011). We therefore take ICC(k) as an inspi-
ration and abstract away from it to define a class of
reliability that describes the reliability of aggregate
ratings for any data types. We denote it kKRR.

3 Contributions

* We emphasise the reliability of aggregate rat-
ings is higher than that of individual ratings.

* We give a general definition of kRR, extend-
ing from the definition of IRR, and discuss
three methods for computing it.

* We conduct two replications of the WordSim-
353 benchmark to validate these methods.

4 k-Rater Reliability

We define kRR as the chance-adjusted agreement
between replications of aggregate ratings. This def-
inition is very similar to IRR. In fact, they only
differ in terms of interpretation. kRR is identical
to IRR other than that each individual rating in
the IRR calculation is replaced by a k-rater aggre-
gate rating. After all, the mathematics in IRR are
agnostics to how those labels are produced.

Just like IRR, a minimum of two replications is
required to calculate kRR. Given two vectors of
aggregate ratings, one can calculate the reliability
between them using any IRR coefficients that fit
the purpose. kRR is designed to be analogous to
IRR so that we can build upon the rich IRR litera-
ture and the various coefficient choices for different
experimental conditions and assumptions. For ex-
ample, in a binary task, if all the items are rated
by two fixed but distinct groups of raters (raters
from different locales), Cohen’s (1960) kappa is a
suitable choice. Whereas if the raters groups are
homogeneous, and the rating scale is ordinal (e.g.
Likert), then Krippendorff’s alpha (Krippendorff,
2011) can be used. Just like IRR, kRR is a general
concept and is agnostic to the choice of coefficient.

This definition of kRR can be directly opera-
tionalized by creating replications. We call this
approach to calculating kRR the empirical ap-
proach. We demonstrate it in the next section on
the WordSim-353 benchmark. The empirical ap-
proach is the most direct and most general, with
the drawback that a minimum of two replications
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are required. We later present two narrower alter-
natives in Section 5 that do not require replications.
The empirical results will be used as a golden ref-
erence to validate them.

4.1 Replicating the WordSim Dataset

WordSim-353 (Finkelstein et al., 2001) is a widely
used benchmark for measuring a system’s ability
to compute similarity between two words, and has
been cited over 1500 times. The dataset contains
353 word pairs. Each word pair is rated by the
same 13 workers for their similarity on a scale from
1 to 10, to indicate how similar their meanings
are. The 13 ratings on each word pair are then
aggregated into a mean score. It is important to
note that only the mean of the ratings are utilized by
all the research using this dataset as a benchmark.
So the unit of analysis is the aggregate of the 13
ratings, not individual ratings.

Nearly twenty years have elapsed since the cre-
ation of the WordSim dataset. It is impossible to
recreate the original experimental conditions due
to rater population changes. Therefore, we created
two replications in order to approximate the kKRR
of the original dataset. Two is the minimum repli-
cation factor required for the empirical approach,
though a higher replication would result in a more
accurate measure of kRR.

We used the original annotation guidelines on
Amazon Mechanical Turk. Raters were paid on
average USD 9.5 per hour. In each replication,
we collected 13 judgements on each of the same
353 word pairs. There was a detail that we did not
follow. In the original experiment, the authors em-
ployed 13 unique raters, and each one rated all 353
word pairs. In our replications, we followed more
modern conventions and limited the contributions
of each individual rater for better generalizability.
This detail aside, these are our best attempts
to replicate the original experiment. The data

is publicly available at https://github.

com/google—-research-datasets/
wordsim-replications.

4.2 Empirical kKRR Results

We take k columns of ratings at random from each
of the two replications, compute the k-rater mean
scores for each replication, and measure the relia-
bility between them using Krippendorf’s alpha, the
most widely used and general reliability index. We
dothisfor k = 1,2,...,13. The resulting kRR val-
ues are shown in Fig.1. At k = 1, the IRR is 0.574,
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Figure 1: k-rater reliability for replications of WordSim bench-
mark, calculated using 3 different methods: 1) Empirical,
based on replications, 2) ICC(k), analytical, and 3) SB predic-
tions. Note ICC(1) is not available as we only have a single

column of ratings available at k = 1. All SB predictions are
based on only 2 ratings per item.

slightly lower than the 0.6 originally reported in
Finkelstein et al. (2001). At k = 13, the k-rater
reliability is 0.940, quite a bit higher than the IRR.
In addition, Fig.1 shows the marginal returns on
increasing the number of ratings on the replicated
datasets.

S Other Approaches to Computing kRR

The empirical approach is general, as it can ac-
commodate any choice of rating scale, aggregation
function, and reliability coefficient. However, it
has a major drawback. As we see in Section 4.1,
it can be difficult to do a perfect replication post-
fact. This backward incompatibility will present a
challenge to computing kRR for existing datasets.
Below we present two alternatives that can work
on existing datasets under some conditions without
requiring any additional data collection. One is a
re-sampling based bootstrap approach (Efron and
Tibshirani, 1994), the other is ICC(k).

5.1 Bootstrap

Bootstrap (Efron and Tibshirani, 1994) is a re-
sampling technique commonly used for quantify-
ing uncertainty in statistical parameter estimation.
One can bootstrap an NLP annotations dataset by
re-sampling ratings within each annotation item
with replacement at the same sample size. If one
treats each bootstrap sample as a replication, then
one can apply the technique discussed in Section 4
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to obtain a bootstrapped kRR. Bootstrap is an ap-
proximate technique and works better with larger
sample sizes, typically 20 observations and above
for a single distribution. The 13-rating redundancy
in the WordSim replications is arguably small for
a typical bootstrap exercise, but it makes up for it
with a large number of items.

Before we apply bootstrap to the original Word-
Sim dataset, we first verify its soundness by com-
paring it against the empirical results in Section 4.2.
When applied to one of the two recent replications,
the bootstrapped kRR is 0.943. This is comparable
to the 0.940 reported in Section 4.2. We then apply
bootstrap to the original WordSim dataset and find
a bootstrapped kRR of 0.953 (Table 1). The exact
method introduced below produces a very similar
value at 0.950.

5.2 Intraclass Correlation

Intraclass correlation is a popular reliability coeffi-
cient for continuous data in behavioral and medical
sciences. ICC gives researchers granular control
over assumptions about the raters. For example,
each annotation item can be rated by the same set
of raters, or different sets of raters (interchange-
ability). In the former, the raters can be treated as
either fixed or randomly drawn from a population.
Shrout and Fleiss (1979) and McGraw and Wong
(1996) give very extensive treatment on different
ICC types for different rater assumptions.

In this paper, we focus on the most basic defini-
tion, one that treats raters as interchangeable. The
ICC for k-rater averages is denoted as ICC(k) using
McGraw and Wong’s notation. The reliability of
individual ratings is thus given by ICC(1). ICC(k)
can be computed by summing squares of differ-
ences on the data matrix. Please see Appendix A
for derivation and an illustration. Otherwise, soft-
ware implementations of ICC are also widely avail-
able, e.g. in R and Python.

We first verify ICC(k)’s accuracy by comparing
it against the empirical results in Section 4.2. To
do that, we calculate ICC(k) for one of the two
recent WordSim replications for k = 1,2,...,13
and overlay the results (solid blue) over the empiri-
cal curve in Fig.1. We can see ICC(k) matches the
empirical results quite well.

After verifying the technique, we compute
ICC(k) on the original WordSim dataset. We report
in Table 1 both ICC(1) and ICC(13) to show the
increase in reliability. They are respectively 0.590

Unit of analysis Method reliability
single-rating ICC(1) 0.590
13-rating mean  ICC(13) 0.950
13-rating mean  bootstrap 0.953

Table 1: Reliability of the original WordSim benchmark. First
two rows are analytical estimates ICC(1) and ICC(13). Both
computed using all 13 available ratings. Third row is a re-
sampling-based bootstrapped estimate based on 100 bootstrap
samples.

and 0.950.!

5.3 Spearman-Brown Formula

Given an experiment with a k-rating redundancy,
ICC(k) quantifies the reliability of the k-rater av-
erage. If this reliability is too low, the researcher
may want to increase the value of k. In this case,
it would be helpful to know how additional ratings
would impact reliability. This is analogous to calcu-
lating the required sample size for a given margin
of error in a poll. For this purpose, the Spearman-
Brown prophecy formula (Spearman, 1910; Brown,
1910) can be a useful tool. It predicts ICC(k) for
any value of k£ based on ICC(1) in the current ex-
periment:

k - ICC(1)
1+ (k—1)-1CC(1)

ICC(k) = (1
Warrens (2017) and de Vet et al. (2017) recently
proved that SB and ICC(k) are indeed equivalent in
expectation,” even though they look nothing alike
and were derived in very different contexts. These
findings confirm past observations that SB predicts
empirical results accurately (Remmers et al., 1927).
A limitation of SB is clearly that it only works
with ICC. However, Fleiss and Cohen (1973) show
ICC is actually equivalent to weighted-kappa with
quadratic weights, so it likely has wider applicabil-
ity.

To verify the formula, we apply SB to one of
the two recent WordSim replications and overlay
the results (dotted red) over the empirical curve
obtained earlier. When computing SB, we only
provide it with 2 ratings, in order to assess its pre-
dictive accuracy. That is, we first compute ICC(1)
with 2 randomly drawn ratings from each word

!"The former is computed using two-way random without
interaction ICC(1), the latter two-way random without interac-
tion ICC(13). The equivalent one-way models yield identical
point estimates.

*The only exception is two-way mixed model with interac-
tion (Warrens, 2017).
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pair, then we plug this ICC(1) value into Eq.1 for
k =1,2,...,13. The SB curve is overlaid over
the empirical curve in Fig.1. We see that SB tracks
the empirical results very well even at high k. This
is remarkable as the empirical approach requires
26 ratings for k = 13, whereas SB merely requires
2 for any value of k.

6 Conclusions and Discussion

We pointed out where aggregated ratings are used,
as is the case in many crowdsourced datasets, relia-
bility of aggregate ratings is the correct accounting
of data reliability. We introduced k-rater reliability
(kRR) as a multi-rater extension of IRR. We em-
phasise the reliability of aggregate ratings is higher
than that of individual ratings. We present analyti-
cal and bootstrap-based methods for computing the
kRR on the original WordSim dataset. Both meth-
ods produce similar estimates for 13-rater reliabil-
ity ranging from 0.940 to 0.953. We conduct two
replications of the entire WordSim-353 benchmark
to validate these methods. We make our replication
data publicly available on GitHub.

While aggregation makes it possible to have reli-
able benchmarks on subjective topics, some read-
ers may feel uneasy about increasing reliability via
gathering additional ratings, as opposed to other tra-
ditional means such as improving rater guidelines.
We suggest to mediate this concern by reporting
both IRR and kRR. In fact, kRR is not meant to re-
place IRR, but rather complement it. IRR speaks to
the reliability of the labeling process, whereas kKRR
quantifies the reliability of the aggregated data we
consume. We urge researchers to report both where
possible. In fact, Hallgren (2012) states, "In cases
where single measures ICCs are low but average-
measures ICCs are high, the researcher may report
both ICCs to demonstrate this discrepancy."

This research also raises interesting questions
for future research:

1. How do we derive multi-rater generalizations
for coefficients other than ICC? A lot of NLP
annotations are binary and multi-class. Such
a generalization for majority voting would be
particularly useful to the field.

2. Should we apply the Landis and Koch (1977)
style of reliability cutoffs to kRR, or should
kRR go by a different set of standards?

We urge researchers to report both IRR and kRR
of aggregated human annotations, and for further

inquiry around the above fundamental questions
about reliability.
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A Appendix on ICC(k)

ICC is a family of coefficients. It has slightly dif-
ferent formulations to accommodate different ex-
perimental designs. One of them, ICC(k), quan-
tifies the reliability of average ratings based on &
raters, where the raters are treated as interchange-
able. We illustrate its close form calculation here.
It is mainly re-expressing results from previous
works on ICC calculation, such as Liljequist et al.
(2019) and McGraw and Wong (1996).

ICC(k) predicates on the one-way random ef-
fects model being the data generation process. The
model takes the form

Tij = 1+ ¢i + €5,
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where x;; is the rating on item ¢ from rater j, 1 is
the grand mean, ¢; is the mean of item ¢, and ¢;; is
a random perturbation term. Assume a data matrix
with n rows (item) and £ columns (raters) with no
missing data, as one shown in Fig. 2. Let

1 k n
j=1 i=1

be the sample grand mean, and

k
E :El'j
J=1

T =

| =

be the i™ sample item mean. Let

k n
SSW =Y (i — %)’

j=1i=1

SSB=kY (% —z.)°
=1

be respectively the sum of squares due to differ-
ences within items and the sum of squares due to
differences between items. Then the estimator for
the variance of €, o2, and the estimator for the vari-
ance of ¢, aé, are respectively

o SSW
" nlk—1)
SSB &2

~2 Py Ve
%" ktn—1) k-
Then ICC(k) can be computed as
2
O‘¢ )
02+ 62%/k
If we apply the above formula to individual rat-
ings, with k£ = 1, the resulting reliability is known

as inter-rater reliability. For any k£ > 1, it is an
instance of the k-rater reliability proposed in this

paper.
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