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Abstract

Languages are classified as low-resource when
they lack the quantity of data necessary for
training statistical and machine learning tools
and models. Causes of resource scarcity vary
but can include poor access to technology for
developing these resources, a relatively small
population of speakers, or a lack of urgency
for collecting such resources in bilingual pop-
ulations where the second language is high-
resource. As a result, the languages described
as low-resource in the literature are as different
as Finnish on the one hand, with millions of
speakers using it in every imaginable domain,
and Seneca, with only a small-handful of flu-
ent speakers using the language primarily in
a restricted domain. While issues stemming
from the lack of resources necessary to train
models unite this disparate group of languages,
many other issues cut across the divide between
widely-spoken low-resource languages and en-
dangered languages. In this position paper, we
discuss the unique technological, cultural, prac-
tical, and ethical challenges that researchers
and indigenous speech community members
face when working together to develop lan-
guage technology to support endangered lan-
guage documentation and revitalization. We
report the perspectives of language teachers,
Master Speakers and elders from indigenous
communities, as well as the point of view of
academics. We describe an ongoing fruitful col-
laboration and make recommendations for fu-
ture partnerships between academic researchers
and language community stakeholders.

1 A thought experiment

Say that we have three speech communities, which
we will refer to as Elephant, Ocelot, and Coy-
ote. Each community has their own language,
which is commonly characterized by language tech-
nology researchers as “low-resource” or “under-
resourced”. Elephant’s language is spoken by

*Equal contribution.

around 10 million first language (L1) speakers and
millions more second language (L2) speakers, and
it has a standard widely accepted orthography. Eth-
nologue (Lewis et al., 2015; Eberhard et al., 2021)
classifies this language as “used in education, work,
mass media, and government at the national level.”
Ocelot’s language has about 500,000 L1 speakers
and three different orthographic representations.
This language is noted in Ethnologue as “in vig-
orous use, with literature in a standardized form
being used by some though not yet widespread or
sustainable”, and is described as an “indigenous”
language. In comparison, the language of Coy-
ote has only a handful of speakers that could be
considered fluent L1 speakers, most of whom are
elders. The language currently lacks a standard
orthography, and in Ethnologue it is classified as
“endangered” (Meek, 2012).

Elephant wants to develop spoken language tech-
nology primarily to support the use of speech-
enabled applications and smartphone features.
Ocelot and Coyote also need spoken language tech-
nology but their focus is often on using these tech-
nologies to support use of the language by the com-
munity through language preservation, documenta-
tion, and instruction. Creating chatbots or enabling
hands-free cellphone use, while appealing, might
not currently be a priority for Ocelot and Coyote.

1.1 Collecting training data

With support from local universities and the gov-
ernment, Elephant has started a project to build
an automatic speech recognition (ASR) system.
Thus far it has collected around 60 hours of au-
dio data gathered from radio stations as well as
recordings produced in a studio. To transcribe the
recordings in the common orthography, Elephant
resorted to online crowd-sourcing platforms. It has
gathered additional texts scraped from the web and
from newspapers and books; the texts also followed
the standard orthography of the language, totaling
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several million tokens. All of the preparations re-
quired financial resources and time, but they were
completed within the course of less than a year.
Elephant’s language technology development work
has received interest and accordingly collaboration
offers from potential industry partners, including a
company that makes a popular language learning
application. In return the company has asked for
the language data from the project either to be made
public or to be owned by the company. Elephant
decided to cooperate.

Ocelot wanted to try ASR as well, though it
did not know where to start at first and did not
at the moment have government support. On the
other hand, Ocelot has connections with a professor
in Indigenous Studies who has advanced research
knowledge of the language and is trusted by the
language community. Over the years the professor
has collected around 100 hours of recordings pro-
duced by various community members. Though
there was not yet a standard orthography for the
language, some agreement was reached among the
community members.

Unlike Elephant, Ocelot was not able to use
crowd-sourcing platforms since there are not that
many people who have literacy in the language.
Fortunately, the professor was able to recruit stu-
dents from the local university who are L1 speakers
of the language to transcribe audio data. They also
managed to gather digitized texts of ∼250,000 to-
kens from available websites and converted them
to the same orthography used for the transcriptions.
All of these preparations were finished in a few
years. When the same company that reached out
to Elephant made the same offer, Ocelot said she
would think about it.

Things were quite different for Coyote. She
did not have support from the government or any
connections with universities. A professor used
to work with elders from the community and col-
lected dozens of hours of recordings from field-
work sessions throughout the years, but at a cer-
tain point he stopped giving the audio data back
to the community and there were no additional
copies. The few recordings made by anthropolo-
gists and linguists in the early 20th century were
not yet digitized and remain archived outside the
community. In other words there was no available
data yet to build speech technology. When the
same company offered to make learning applica-
tions in exchange for ownership of the language

data, Coyote said no because of their prior nega-
tive experiences with outside researchers and the
government-funded attempted linguicide (Hinton,
1994; Skutnabb-Kangas, 2000) that occurred in
their community just a few generations ago. At this
point, many members of the Coyote language are
reluctant to work with outsiders, even corporations
willing to help them.

Coyote decided to be in charge of the documenta-
tion process herself. Right now there is one commu-
nity member who is an L2 learner and is studying
computer science as a student at a local university.
She is trying to learn about how to build ASR tools.
At the same time, she is working with internal re-
searchers from Coyote, some of whom do not have
formal training on the linguistic aspects of their
language. Their data collection process, however,
has turned out to face severe challenges.

First, recordings are gradually obtained from
conversations with the elders, who are kindly work-
ing for free. In order to be respectful to the elders’
schedules and to make sure they get enough rest
during the long fieldwork sessions, the audio collec-
tions are ongoing and comparatively much slower
than that for the languages of Elephant and Ocelot.

Secondly, the lack of standard orthography for
the language creates difficulty in choosing reason-
able representations. Although the language has
one available grammar book that was written back
in the 1920s, there are many words in the record-
ings that do not appear in the grammar. Addition-
ally, having representative community members
come to a consensus on a single orthography re-
quires extensive time and discussion. Over the
decades various linguists and anthropologists have
come up with a total of eight different orthographic
representations for the language, but having mul-
tiple written orthographies has resulted in several
possible pronunciations for one word or one single
utterance. Thus, a significant amount of delibera-
tion is required in order to ensure that the speak-
ers from Coyote do not have too much difficulty
reclaiming words or sentences from written docu-
mentation. Writing is seemingly so common for
languages that are widely spoken or studied in the
world that people tend to take it for granted; they
do not exactly realize the writing is itself a luxury
and a form of language technology that is not natu-
ral to many oral speech communities (Bird, 2020;
Hinton, 1994; Ryon, 2002; Richardson, 2018).

Thirdly, the transcribing process is an extremely
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time-consuming endeavor. Although the graduate
student herself is an advanced L2 learner, many of
the other learners do not have the same proficiency.
In other words, there are very few people from Coy-
ote who are capable of transcribing recordings of
their language, commonly referred to as the “tran-
scription bottleneck" (Zahrer et al., 2020; Shi et al.,
2021a). Therefore the transcriptions have to be
cross-checked through consultations with the el-
ders from the Coyote speech community from time
to time. At this pace, over five years, around only
16 hours of recordings for Coyote have been col-
lected and transcribed, among which 6 hours are
monolingual narratives and story-telling in the lan-
guage, while the rest includes a large amount of
code-switching with English. Additional written
texts for the language were digitized from the gram-
mar book and an available Bible in the language,
yielding around 40,000 tokens.

1.2 Training the ASR models

Now each of the three speech communities has
some training data in their own language. They are
ready to train ASR systems. Elephant adopted the
deep neural network (DNN) from the popular Kaldi
toolkit (Povey et al., 2011). The transcripts of the
audio data used as training data and additional writ-
ten texts were combined to build a language model,
which was then applied in the decoding process of
the acoustic model. Word error rates (WERs) below
20% were achieved. Elephant also tried the newer
end-to-end neural ASR library, ESPNet (Watanabe
et al., 2018), which does not necessarily require lan-
guage models and has been demonstrated to work
well for languages with dozens of hours of audio
data (e.g., Yoloxóchitl Mixtec (Shi et al., 2021a))
or more (e.g. English, Hindi (Khare et al., 2021));
a similarly strong WER was obtained. Ocelot en-
gaged in the same efforts and she was able to obtain
WER numbers comparable to those for Elephant.

In contrast, when applying the same DNN archi-
tecture from Kaldi (with different hyperparameters)
to her six hours of monolingual audio data, Coy-
ote was able to derive a WER of just under 40%.
Coyote thought that perhaps this had something to
do with the language model since it was trained
on a very small number of words so she turned to
ESPnet, opting for a training scheme without us-
ing the language model for decoding. The results
were even worse. Similar results were produced
using wav2vec-U (Baevski et al., 2021). Even the

ASR frameworks touted as particularly successful
for low-resource languages yielded disappointing
results for Coyote’s language.

On the other hand, the number 40% means some-
thing different for a community of speakers than
it does for the research community. A WER this
high might not be that impressive for (academic)
researchers, but it may be good enough in the mean-
time; a model trained on the available six hours of
audio data can be used to generate transcriptions of
new recordings from ongoing fieldwork sessions or
untranscribed archival recordings. These transcrip-
tions can then be corrected by L2 speakers, expe-
diting the transcription process and creating new
acoustic and textual training data (Prud’hommeaux
et al., 2021).

For speech communities like Elephant and
Ocelot, which are relatively widely-spoken and of-
ten benefit from financial support or collaborative
bonds with academics and industry partners, it is
possible to collect more data, whenever it is needed.
For endangered languages like Coyote’s, however,
it is unlikely that it will ever be possible to gather
even dozens of hours of audio data, regardless of
financial or time constraints.

2 Academic perspectives

As illustrated above, the current research field has
coarsely referred both to widely spoken languages
lacking an established tradition of natural language
processing (NLP) and to endangered indigenous
languages as “low-resource" or “under-resourced",
without acknowledging or mentioning the drasti-
cally different conditions of their data availability.
Recent high-profile work on diversity in language
technology included, in one case, just a few sen-
tences encouraging researchers to prioritize endan-
gered languages (Blasi et al., 2021), and in an-
other case, no discussion of endangered languages
at all (Mager et al., 2020). While the language
taxonomy based on resource availability proposed
in Joshi et al. (2020) is quite impressive, the au-
thors simply grouped all languages that are cur-
rently lacking resources into the same category.
For instance, the Mixtec language (with different
varieties), spoken in Mexico, has around half a
million L1 speakers, while the Juruna language in
Brazil has less than 300 L1 speakers; yet both were
categorized together as “still ignored in the aspect
of language technology".

Roughly 1,050 of the nearly 30,000 abstracts
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Category Description Count Examples
Elephant widely spoken, well supported 99 (60.7%) Bengali, Danish, Igbo, Pashto, Tagalog
Ocelot fewer speakers, well supported 39 (23.9%) Faroese, Maori, Quechua, Yiddish
Coyote few speakers, little support 25 (15.3%) Bribri, Kodi, Mi’kmaq, Veps, Yine

Table 1: Number of unique languages named in ACL Anthology abstracts that include the phrases low resource,
under resourced or resource constrained language, organized by low-resource language type.

available in the ACL Anthology bibliography con-
tain the token phrases “low resource”, “under re-
sourced”, or “resource constrained language”. Of
these abstracts, about half name a specific language
that has been assigned an ISO-639 code. Excluding
obviously high-resource languages that are men-
tioned in these abstracts as a point of comparison,
as a source language for transfer learning, or as
a source or target for machine translation, we are
left with 163 unique languages (considering their
dialectal variations) that have been characterized
in at least one ACL abstract as low-resource. Ta-
ble 1 shows the distribution of these 163 languages
with similar resource conditions/external support
as Elephant, Ocelot, or Coyote respectively, along
with a few examples of each language category. We
see Elephant languages far outnumber both Ocelots
and Coyotes, with Coyotes representing only 15%
of the languages identified as low-resource.

There is great variability both in the degree and
in the nature of the challenges that arise when de-
veloping language technologies for languages with
scarce training resources. It is crucial that NLP
researchers actively acknowledge this variability
and avoid giving the impression that models or ar-
chitectures developed for Elephant will be suitable
for Ocelot or Coyote, or vice versa. We can begin
by distinguishing languages classified as “endan-
gered” from those that are not, and provide case-by-
case detailed descriptions of the speaker population
size and language data availability for the language
being investigated. Contingent on that, it is only
recently that the academic community has started
holding workshops devoted to endangered and in-
digenous languages, such as ComputEL (Arppe
et al., 2021), held four times since 2014, and Amer-
icasNLP (Mager et al., 2021), which took place for
the first time in 2021. Work published in these
and other venues has included research on sev-
eral NLP tasks that pertain to language documen-
tation and reclamation for endangered languages,
from morphological segmentation (Liu et al., 2021;
Kann et al., 2018), finite-state morphological ana-
lyzers (Lane and Bird, 2020; Lachler et al., 2018),

to machine translation (Zhang et al., 2020; Bird and
Chiang, 2012) and ASR (Thai et al., 2020; Morris
et al., 2021; Shi et al., 2021b).

That being said, most of the work has focused on
technology development, with relatively little re-
gard for the ways in which the development of lan-
guage technology for endangered languages might
be different from that for languages with few exist-
ing resources but a much larger numbers of speak-
ers. Discussions of whether a proposed language
technology would be useful for the workflow of
the community’s own language documentation ef-
forts, or how it would be combined with the com-
munity’s revitalization and instructional activities
are also noticeably lacking, with a few notable ex-
ceptions such as the the verb conjugator, Kawen-
nón:nis, developed for the Ohsweken dialect of
Kanyen’kéha 1 (Kazantseva et al., 2018); the online
dictionary developed for Hupa 2, which is currently
used for language-related activities in the commu-
nity; and the Indigenous Languages Technology
project at NRC Canada (Kuhn et al., 2020).

The NLP community has formally recognized
the importance of developing technologies for en-
dangered languages, and we have the tools to sup-
port work in this area. Now we must try to answer
this question: what priorities and considerations
should researchers take into account when develop-
ing technology for endangered languages?

Often NLP technologies presume that a lan-
guage has a standardized written form that may
act as source or target for various computational
tasks (e.g., ASR, machine translation, named-entity
recognition). While standardization is typical of
languages in most of the W.E.I.R.D societies (Hen-
rich et al., 2010), this is atypical for much of the
rest of the world. For many endangered language
contexts, the tradition of literacy is very recent, and
writing is far less privileged than the oral medium.

Sociolinguistic research on small languages has
identified significant variation, both dialectal and
ideolectal (Skilton, 2017), in these contexts as well.

1https://kawennonnis.ca/about
2http://nalc.ucdavis.edu/hupa/hupa-lexicon.php
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Standardization, frequently considered a first task
in language documentation and the development
of language technology, often tends to run counter
to the goals of the speech communities working
towards revitalization (Whaley, 2011). For these
communities, linguistic variation is not a problem
to be solved but an important element of a vital
language ecology.

A major goal in language revitalization involves
facilitating the usage of the endangered language
in a wider set of contexts and situations than it is
being used in currently. This entails careful fore-
thought into how language tools can assist in this
broadening of usage. Providing state-of-the-art lan-
guage technology to a community that is critically
involved in training new speakers and developing
new contexts for usage may not be the most effi-
cient use of time and resources. Tools that assist in
classroom education and in developing new usage
situations are likely to be of much more immediate
value to groups involved in revitalization.

The number of speakers of a language also im-
pacts the maximum rate at which new data can be
collected to add to the resources available for a
language. Even for a language with just thousands
of speakers, documentation projects can accumu-
late resources at a pace impossible for a highly-
endangered language. In Yoloxóchitl Mixtec, for
instance, with around 5000 speakers, there exists a
speech corpus of over 100 hours of running speech
(Mitra et al., 2016). For languages with few speak-
ers capable and comfortable of speaking their lan-
guage, who are mostly elders and also very occu-
pied with other activities related to the revitaliza-
tion of the language, the goal of collecting long-
duration recordings in the language does not seem
feasible or even reasonable.

Additionally, while through the decades cer-
tain linguistic academic scholars have responsibly
and sensitively built trustworthy and collaborative
bonds with indigenous communities (Hale, 1992)
(e.g., Dr. Ken Hale working with Warlpiri (Hale,
1983) and Navajo (Ross et al., 2002); Dr. David
Rood working with Lakhota (Rood and Taylor,
1996); Dr. R. M. W. Dixon working with Australian
aboriginal languages (Dixon, 1970)), for many en-
dangered language communities in North America,
the attitudes of earlier European-American “set-
tler" scholars towards indigenous communities and
their languages have engendered distrust in the
motives and biases of outside “experts” (Harvey,

2015). Earlier fieldwork often involved outsider
linguists paying speaker consultants to participate
in research that was designed and conducted solely
by the researcher in what is now referred to as
the linguist-focused model (Czaykowska-Higgins,
2009). A more recent trend in linguistics is the
movement toward Community-Based Language
Research, in which community members collab-
orate with outsider linguists on the research which
they themselves help design. In the development of
language technology, providing the speech commu-
nities a central role in the design and implementa-
tion of language tools may improve the likelihood
of the tools’ success.

3 Endangered language teachers
perspectives

While language technology is certainly of signifi-
cant value from an academic’s point of view, is it
actually useful to stakeholders in endangered lan-
guage communities? To learn from community
voices, we designed an informal survey (Table 2)
and received responses from a total of 23 language
teachers coming from four endangered communi-
ties. Among them, five are community-designated
Master Speakers 3 of the language, two of whom
are elders; the rest of the respondents include one
young L1 speaker, and either semi-fluent or fluent
L2 speakers of their languages.

In the survey, we asked for language teach-
ers’ thoughts on whether they would consider
writing to be a technology, and additionally,
whether they think writing, morphological segmen-
tation (Cotterell et al., 2016), ASR (Jimerson and
Prud’hommeaux, 2018), video processing, and ped-
agogical learning applications (Bettinson and Bird,
2017), which are all common in the research field
of NLP, could be useful for them.

Overall, the majority of community language
teachers think all of the five technological applica-
tions would be helpful but to different extents. For
example, most think that having written documen-
tation would be valuable for aspects of language
teaching, reclamation, and intergenerational trans-
mission of cultural and linguistic knowledge. In the
words of one respondent, “Written documentation
is useful because a lot of it is old. It captures the

3Master speakers are indigenous community members who
are fluent in their language and have accepted apprentices
who study the language with them through the oral tradi-
tion (Richardson and Brucell, 1993).
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Question Yes No
Do you think writing could be a technology? 91.30% 8.70%
Can you read written form(s) of the language? 95.65% 4.35%
Do you use written documentation when working on language revitalization? 100% -
Do you think morphological segmentation could be a useful technology? 86.96% 13.04%
Do you think automatic speech recognition could be a useful technology? 82.61% 17.39%
Do you think video parsing could be a useful technology? 82.61% 17.39%
Do you think pedagogical learning applications are a useful technology? 95.65% 4.35%

Table 2: Summary statistics of an informal survey on language documentation and technology of language teachers
from four endangered language communities of North America.

way speakers talked and created words. The writ-
ing can be harvested, so that we reclaim our words
and speak in the old style again." However, writing
has not been shown to be an acceptable alterna-
tive to learning under a Master Speaker through the
oral tradition, which requires no written resources;
and learning from writing alone is “not necessary
or sufficient for restoring linguistic and cultural
knowledge".4

With morphological segmentation, most lan-
guage teachers stated that knowing the morpho-
logical structures of words would be informative
for them to learn to “piece together the meaning
of phrases". “Before I attended language pods I
had gone to some community language classes, but
living far away a lot of my language learning came
through reading the dictionary. I thought that hav-
ing learned the morphologies of words because of
how the dictionary shows those word parts was ex-
tremely helpful for me in order to not only learn
those words but also be able to figure out how to
create other ones without checking the dictionary."

In the case of ASR, some language teachers
thought that it would be “an interesting idea"; they
could see themselves “reviewing the transcripts"
and the technology would help with “sound recog-
nition and pronunciation."; these transcripts, how-
ever, would not be as effective as “listening to the
audio". Others expressed strong feelings against
ASR, saying that “To me this is just a way for lin-
guists to secure funding for themselves and their
tech project, which takes money and resources
away from speech communities. This kind of thing
is not language revitalization, as it doesn’t create

4We acknowledge that different indigenous speech com-
munities have different perspectives on these matters. Writing
alone is extremely useful for speech communities with no
Master Speakers left. We note particularly the Breath of Life
(BOL) speech communities that reclaim their languages from
written documentation; the written documentation helps BOL
community researchers become the next generation of Master
Speakers. In other words, writing is not the end goal in the
language learning process for these indigenous communities.

new speakers. It generates new texts so they can sit
on the shelf of some archive. Not helpful".

Almost all language teachers favor automatic
processing of video materials. They mentioned
this technology is of great value because “(it) cap-
tures the authenticity of the Speaker/Apprentice";
others said they would use videos “to watch the
elders’ mouths when they speak as well as their fa-
cial expressions. Intonations and body expression
really add to conversations. Those things can be
lost when just reading, writing or even listening.
Seeing the facial expressions and body language
are important to understand the contexts of how
specific words are being used".

At last, regarding pedagogical applications, com-
munity members suggested that they could be ben-
eficial given that the applications could “provide
repetition, drill and practice. This would increase
learner confidence in their own adequate exposure
to the language (in a non-threatening manner). It
would allow the learner to understand how the lan-
guage works, so that new speech beyond the app
could be developed by the learner". They indicated,
however, that for the applications to work, people
would have to actually “use them".

The observations from this informal survey
might be surprising to researchers, who typically
consider language technology to be broadly useful
and beneficial to all people. An awareness that is
lacking in the research field, however, is that the
purpose of language technologies and their develop-
ment process might vary significantly when applied
to indigenous and endangered languages. For many
of these languages, the priorities of the speech com-
munities are how to more effectively document,
teach, and reclaim their language; how to save the
cultural heritage passed down from the elders; and
how to let their language have a voice among other
widely-spoken or dominant languages.
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4 Elder perspectives

To linguists, the Karuk speech community is a crit-
ically endangered language community of North
California. To speech community members, the
Karuk language is a vital language with approxi-
mately 25 speakers, including five Master Speakers
and other language teachers, archivists and activists.
The Karuk language community is one which is
thriving, though surviving through grass roots revi-
talization with very little infrastructure at the tribal
language program level.

When it comes to modern language revitaliza-
tion, data cannot and should not be separated from
the Master Speakers. Their experience of govern-
ment policies aimed at linguicide (Hinton, 1994;
Skutnabb-Kangas, 2000) and their sense of loss of
their mother tongue, as L1 speakers become more
and more scarce, are realities that new speakers and
field linguists need to acknowledge. For speakers
of the Karuk language, these issues come through
in the community’s internal documentation of their
language. For instance, one Master Speaker of the
language explained the loss of speakers when he
said: “(t)hose were all my friends. That’s what I
was telling [the nurse]. I said I got a lot on my mind.
I said, I sit here all by myself and I’m thinking
about all the people that left me. I said, it’s kinda,
you don’t feel good I mean, you know, when you
think about them. You’re not supposed to, they’re
gone. Xâatik, let it go. But I just can’t help it. I
think about all the funny things we did together,
laughing and talking" 5. His words reflect the cul-
ture of language loss as it occurs on the human
level. Sometimes this reality stops potential Master
Speakers from working with linguists and young
speakers eager to reclaim their language/identity.

It is clear that when working with elderly Master
Speakers, methodologies must include space for
the elders to vent their grief. Only after this is at-
tended to, can the language be learned by young
language workers striving to create a future where
the language is worth more than the losses felt. The
young people and Master Speakers who attend to
this re-envisioning of an indigenous future with
endangered languages in perpetuity, are the corner-
stone of hope and healing (Whalen et al., 2016;
Hinton, 2013; Leonard, 2011).

One speaker discusses her view of indigenous
second language acquisition (SLA): “Reading outta

5All quotes in this paper were initially documented by an
author of this paper during her fieldwork sessions.

them books is OK. You can probably gather a lot.
Yeah, you guys work hard at it. I’ve been trying
to get all these people together. At least once a
month all the speakers should work together. You
can just gather one day, all the language speakers,
you know? And start talking the language. A lot
of [speakers] get enough [language] so they can
teach... But they’re not really getting all of it. If
we’re all together, maybe you had something that
you wanted to say and you didn’t know the words,
you could ask somebody. Somebody would know.
In other words, help one another". Here we come to
understand that linguistic documentation is useful
for language reclamation, and writing “them books”
is a fruitful task (Grenoble, 2017; Rigney, 1999).
But one theme that emerges from documentation
of elderly Master Speakers of the Karuk language
is that writing cannot replace the value of speech
communities coming together and speaking their
language, continuing the oral tradition. Written
data doesn’t save a language; it safeguards knowl-
edge. The ultimate goal of endangered language
communities is to someday house that same knowl-
edge in the hearts and minds of their members.

5 A case study in bridging the indigenous
and academic communities

What does a healthy and trustworthy workflow
look like when bringing together an endangered in-
digenous language community with the (academic)
research community? After gaining perspectives
from academics as well as language teachers and
elders from indigenous endangered language com-
munities, here we describe an ongoing workflow
devoted to developing a morphological parser for
the Cayuga language.

With approximately 50 L1 elder speakers and an
ever-growing number of L2 speakers, the Cayuga
language fits the description of a highly or crit-
ically endangered language. Community-based
revitalization projects include an immersion lan-
guage preschool, adult language courses, as well as
teacher-training programs at the local Polytechnic.

Two authors of this paper are participants in this
project, and both are linguists in academia. Specifi-
cally, one of them has years of connections with the
Cayuga speech community and advanced research
knowledge in the language, while the other has ex-
tensive training in computational linguistics but no
initial connections with the speech community.

This project started in late September, 2021, and
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is ongoing. The overall workflow is simple and
straightforward. First, the author known by the
Cayuga speech community introduced the other
author to the community. They described the gen-
eral idea for the project and mentioned that if they
were to carry out the project, they would begin
with words already found in the published gram-
mar. While morphological segmentation is of inter-
est to linguists, and morphological supervision has
potential utilities for certain NLP tasks such as de-
pendency parsing (Seeker and Çetinoğlu, 2015) and
bilingual word alignment (Eyigöz et al., 2013), in
this case, the main goal was to ask whether commu-
nity members would find morphological segmen-
tation useful for their own language teaching and
documentation. Community members mentioned
that explicitly teaching students various inflectional
elements of complex verbs, segmenting them, and
in some instances color-coding morphemes have
been useful for students to learn verbal arguments.

Second, after securing the go-ahead from com-
munity members, the two authors have been meet-
ing almost every week for an hour to discuss
progress. The author with extensive research
knowledge of the language manually performs mor-
phological segmentation of around 50 words every
week. In particular, he provides annotations of
both surface segmentation and canonical segmen-
tation (Cotterell et al., 2016). The former is to be
later incorporated into the workflow for building
ASR systems for the language using recordings al-
ready collected; the latter has the objective of gain-
ing a better understanding of the language from a
linguistic perspective. The key difference between
these two types of segmentation is that for surface
segmentation, the concatenation of the individual
morphemes stays true to the initial (orthographic)
representation of the word (e.g., onadowa:dǫh →
on-adowa:d-ǫh; the word means they are hunt-
ing), whereas for canonical segmentation, decom-
posing a word into its component morphemes in-
volves the addition and/or deletion of characters (or
phonemes) in order to outline the orthographic or
phonological changes during the word formation
process (e.g., onadowa:dǫh → yodi-adowad-ǫh).

With the new words annotated every week, the
author with a computational background trains seg-
mentation models in an iterative fashion, by com-
bining the words of the current week with those
from previous weeks to construct a data set for
model training and evaluation. Model performance,

indexed by F1 score, is recorded weekly. As of
now we have annotations for 262 words. The F1
scores for both surface and canonical segmentation
approximate 50%. Our follow-up step is to train
models using all these words, then apply them to
new data that has not yet been annotated to en-
hance and accelerate manual annotation. Once the
F1 scores reach around 75%, we plan to report
back to the community, inform them about where
things are, and discuss details of incorporating our
research output with their own language work.

6 Recommendations for ethical
collaborations

Considering academic output on endangered lan-
guages more holistically, we conclude that there are
not enough narratives about the process of working
with the community. Academic (NLP) researchers
working on indigenous languages, particularly en-
dangered languages like Karuk and Cayuga that
have historically been suppressed, should take the
following steps when planning projects, describing
their research, and collaborating with stakeholders
in the speech communities:

(1) Make efforts to actually know the indige-
nous speech communities and build mean-
ingful bonds with them. For instance, field-
work researchers, when possible, should try
to train young community internal researchers
to document the language, if they have aspi-
rations to become language teachers; train-
ing them can help the speech communities in-
crease longevity and sustainability. Academic
researchers should continue to assist the com-
munity that they have worked with when Mas-
ter Speakers are no longer able to participate
in language documentation. Assistance might
involve writing dictionaries that would later be
given to the community, or helping heritage
language learners with language revitalization
and reclamation.

(2) Consider that speakers and community re-
searchers should be offered the opportunity to
be co-authors on work they made meaningful
contribution to, and/or be listed as contributors
in appropriate ways.

(3) Describe the data collection protocols followed
and challenges faced in research output. Be
attentive and respectful to indigenous commu-
nity members’ schedules, needs (e.g., elders
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might need to take medications during field-
work sessions), and perspectives.

(4) Speak clearly about plans for the sharing,
archiving, and storing of the data (Rigney,
2006). In particular, make sure to be aware that
Master Speakers want at the very least co-use
copyright over all data which shall be inher-
ited by their descendants. In addition, physical
copies of all data should be given to Master
Speakers, and copies should be submitted to
tribal archives or archivists. The only excep-
tion to this rule occurs when Master Speakers
ask for their data to be edited before being
made public to remove gossip or culturally sen-
sitive material before making copies available.

(5) Create language technologies together in con-
sultation with speech communities in order to
ensure their usefulness to language programs.
The developed technology needs to be accessi-
ble to community language workers.

(6) Discuss concrete plans for how technology out-
put can be incorporated into the documentation
and revitalization work of the speech commu-
nities. For instance, a morphological parser
needs to visualize morphemes and word con-
struction in such a way as to be a valuable
teaching tool for speech community members;
ASR systems should not require data extrac-
tion or facilitate data ownership by community-
external researchers or corporations.

Lastly, each perspective and motivation for in-
digenous language documentation has value and is
worth recording. We hope our work will encour-
age academics to focus on prioritizing the needs
and preferences of endangered speech communities
when working with them to develop technologies
for their languages. In particular, academics must
keep in mind the relationship many endangered
language communities have with their languages.
One Master Speaker of the Karuk language cap-
tured this nature of this relationship when he said
“(t)he Karuk language is a canoe. It holds all of our
baskets, our regalia, our materials, our food. The
canoe holds all our practices, songs and stories. It
holds all our people and all the Karuk people yet
to be born. The canoe carries us all; without it, we
can’t get anywhere” (Richardson, 2018).
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7 Ethical consideration

The data from the informal survey described in this
paper were collected from language teachers and
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settings" but with much larger speaker populations,
and indigenous endangered languages; and to be
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the latter.
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