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Abstract

Role-oriented dialogue summarization is to
generate summaries for different roles in the
dialogue, e.g., merchants and consumers. Ex-
isting methods handle this task by summariz-
ing each role’s content separately and thus are
prone to ignore the information from other
roles. However, we believe that other roles’
content could benefit the quality of summaries,
such as the omitted information mentioned by
other roles. Therefore, we propose a novel role
interaction enhanced method for role-oriented
dialogue summarization. It adopts cross atten-
tion and decoder self-attention interactions to
interactively acquire other roles’ critical infor-
mation. The cross attention interaction aims
to select other roles’ critical dialogue utter-
ances, while the decoder self-attention inter-
action aims to obtain key information from
other roles’ summaries. Experimental results
have shown that our proposed method signif-
icantly outperforms strong baselines on two
public role-oriented dialogue summarization
datasets. Extensive analyses have demonstrated
that other roles’ content could help generate
summaries with more complete semantics and
correct topic structures.!

1 Introduction

Dialogue summarization aims at compressing the
main content of a long conversation into a short text.
With the development of online conversation tools,
the amount and length of conversation are growing
up rapidly. Since a dialogue often contains compli-
cated structure and ellipsis, it is time-consuming to
read the whole dialogue. Dialogue summarization
thus becomes valuable since it could extract the key
point of a conversation and greatly reduce the time
cost. This technique is widely used in customer
service (Liu et al., 2019), meeting (McCowan et al.,
2005), online chatting (Gliwa et al., 2019), etc.
*Corresponding author.

'Our codes are available at: https://github.com/
xiaolinAndy/RODS.

Dialogue

0 Q: HAEXNRKIZFNTEAT, RBRFEHLIET. (My original phone
number was useless, and I forgot my password. )

1 A A B4+ R EAT A ? (Can I transfer you to the commissioner here?)

2 Q: 449, (Yes.)

3 A fRAGERAE R A RA, XA B AE R (TR T ADF? (I'm sorry,
the transfer failed. Can I help to upgrade the commissioner and call you back in [NUM]

hours?)

4 QT uAdhE, (Its OK.)

5 A: A AT AT ST 2AAE 2] #6995 (Is there anything else I can help you with?)
6 Q: AT, HHRATAMAELAH69°2, (By the way, Can JD pay via wechat? )

7 A: EFHATAMRFE. (Yes, it is OK normally.)

User AP RTFHEFNELNT, FoEit. APHRATARETAREL
Summary 4t (The user said that the mobile phone number was useless, and forgot the
password. The user asked whether Jingdong can pay via wechat.)
FIRAT oY P ek E R RS R P A R, FRETFRRT
Agent VABAZ A+, (The customer service helped the user to call back within
Summary | [number] hours after the transfer specialist fails. The customer service said
JD could pay via wechat.)

: Information from the user’s utterances, could enhance agent summary in
: Information from the agent’s summaries, could enhance user summary in

: Information from the user’s summaries, could enhance agent summary in

Figure 1: An illustration of the role-oriented dialogue
summarization. The task will generate User Summary
and Agent Summary for the user (Q) and the agent (A),
respectively. The information from other roles could
help enhance the summary quality.

In a dialogue, each role has its own opinion and
goal, and different roles exchange information or
reach a consensus through interactions. Therefore,
in addition to summarizing the whole dialogue, we
could summarize the main content for each role.
Lin et al. (2021) first define the role-oriented di-
alogue summarization task and provide a related
dataset, CSDS. They define role-oriented dialogue
summarization as grasping the main viewpoint of
a given role from dialogue and mention the us-
age of role-oriented summaries in the customer
service domain, e.g., reflecting the user’s require-
ments and evaluating agent service quality. Besides,
role-oriented summarization is beneficial to other
dialogue domains such as medical inquiry (Song
et al., 2020) and court debate (Duan et al., 2019).

For role-oriented summarization, existing meth-
ods simply generate summaries for each role sepa-
rately (Lin et al., 2021) or generate in a sequence
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labeling process (Song et al., 2020). They ignore
the strong relativeness among summaries for dif-
ferent roles and thus fail to utilize the information
from other roles to enhance the summaries. How-
ever, information from other roles is also crucial
for this task. We summarize two cases where other
roles’ information helps:

(1) Other roles’ dialogue utterances could
help enhance the informativeness of summaries.
In Figure 1, utterance 7 (Yes, it is OK normally.) is
the key utterance of the agent’s content, express-
ing a confirmation to the user’s question. While
only extracting it makes the agent summary am-
biguous since it lacks the confirming object (JD
can pay via wechat in blue). In this case, the agent
summary needs to integrate the content from the
user’s utterance (utterance 6 in yellow) to enhance
its informativeness.

(2) Other roles’ summaries could help judge
the key content in the dialogue. In a dialogue,
different roles often discuss the same topic. There-
fore, considering the key content of the other role
could help grasp the key content of a given role.
As shown in Figure 1, the user summary contains
a question about the payment (in red), and the
agent summary contains the response to the pay-
ment question (in blue). If the summary of one
role struggles in judging whether the discussion
about payment should be contained in the sum-
mary, by referring to the summary of the other role,
the summarization model could be more confident
to include this information in the summary.

Although we notice the importance of other
roles’ information, it is difficult to extract the key
information from other roles through a simple
multi-task framework. The main issue is that it
could not judge which information from other roles
is useful without modeling the interaction between
different roles. Thus, in this work, we propose two
interaction methods to obtain key information from
other roles for enhancing role-oriented summariza-
tion. First, we apply a cross attention interaction
to let each role decoder select the most useful dia-
logue utterances from other roles. Specifically, we
calculate the Cross Attention for different roles’
utterances separately and add a new Attention Di-
vergence Loss to interactively share the cross atten-
tion distributions between different roles. Second,
we apply a decoder self-attention interaction to let
each role decoder obtain other roles’ summary in-
formation. We develop an interactive mechanism

between decoders to consider other role summary
information embedded in the decoder states. A
new Role Attention module is added to each role
decoder, where the attention object is the hidden
states of other role decoders. At last, we use the
role attention result and multiple context attention
results to predict the word probability distribution
of the summary. Through these two modules, the
model could acquire more precise information from
other roles and provide better role-oriented sum-
maries.

To examine the effectiveness of our method, we
conduct experiments on two dialogue summariza-
tion datasets (Lin et al., 2021; Song et al., 2020)
with role-oriented summaries in different domains
(customer service, medical inquiry). We apply our
method on two widely-used summarization frame-
works (RNN-based and Transformer-based). The
results have shown that, compared with baseline
systems and naive multi-task approaches, applying
role interactions could significantly improve the
quality of role-oriented summaries. Further analy-
ses verify that our proposed method can help the
model correctly attend to other roles’ key informa-
tion and generate summaries with more complete
semantic and correct topic structures.

The main contributions of this paper include:
(1) We are the first to enhance role-oriented dia-
logue summarization by focusing on other roles’
key information. (2) We innovatively design two
role interaction methods to obtain other roles’ key
information useful for generating summaries. (3)
Experimental results on two datasets have shown
that our method could lead to considerable improve-
ments. Besides, our method has good generalizabil-
ity since it works on multiple baseline frameworks.

2 Related Work

2.1 Dialogue Summarization

Dialogue summarization has been studied in vari-
ous domains, e.g., meeting (McCowan et al., 2005;
Janin et al., 2003), daily chatting (Gliwa et al.,
2019; Chen et al., 2021), customer service (Liu
et al., 2019; Zou et al., 2021), and medical inquiry
(Song et al., 2020; Krishna et al., 2021). Consider-
ing the particularity of dialogue, many studies try to
improve the dialogue summarization performance
by focusing on dialogue-specific features (Feng
et al., 2021), such as topic information (Chen and
Yang, 2020), discourse structure (Chen and Yang,
2021), coreference information (Liu et al., 2021)
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and speaker information (Lei et al., 2021; Zhu et al.,
2020).

However, all the above studies focus on summa-
rizing the whole dialogue. Only a few studies pay
attention to role-oriented summarization, which
aims to summarize the main content of a single
role in the dialogue. A relative task is focused
meeting summarization (Wang and Cardie, 2013;
Mehdad et al., 2014; Zhong et al., 2021). It aims to
summarize a specific part of the meeting dialogue,
while role-oriented summarization focuses on a
single role, and the relationship between different
roles is much closer. Tamura et al. (2011) focus
on contact center dialogue summarization, but they
only extract salient sentences from the dialogue
and do not summarize for different roles.

Due to the lack of labeled data, Zhang et al.
(2021) propose an unsupervised method to gen-
erate summaries for the customer and the agent
under a variational auto-encoder framework. As
for supervised methods, there are only two datasets
available for training. Lin et al. (2021) propose
a customer service domain dataset named CSDS,
where each dialogue has an overall summary and
two role-oriented summaries for user and agent.
They train two separate models for generating user
summaries and agent summaries. Song et al. (2020)
provide a medical inquiry dialogue summarization
dataset where each dialogue has two extractive sum-
maries for the patient and the doctor. They train a
sequence labeling model to extract summaries for
these two roles. Compared with these approaches,
to the best of our knowledge, we are the first to
enhance role-oriented summarization by explicitly
considering other roles’ critical information.

2.2 Interactive Decoding

Interactive decoding is a mechanism to share infor-
mation between different decoders in the decoding
process. Zhou et al. (2019) propose this mecha-
nism and use it on machine translation to simulta-
neously decode from both left-to-right and right-
to-left. Wang et al. (2019) and Liu et al. (2020)
further utilize it on more complex machine trans-
lation tasks, including multilingual translation and
speech translation. In this work, we first use the
interactive decoding mechanism on the summariza-
tion task to decode summaries for different roles,
aiming at utilizing other roles’ summary informa-
tion for summarization. Besides, we also propose
an interaction method on cross attention to utilize

other roles’ critical dialogue utterance information.

3 Ouwur Approach
3.1 Task Definition

Given a dialogue D containing m utterances
{u1, ..., up} and p speakers S = {s1, ..., 5, }, the
role-oriented summarization task aims to generate
a summary " for each speaker s;. Each utterance
uy consists of a speaker role r; € S and related
content. By concatenating all the utterances and
related speaker roles, we achieve the final input
{z1,...,z,}. Note that since both datasets used in
this work have two speakers, one asking questions
and one giving answers, we thus use y“**" and
Yy to represent two role-oriented summaries in
the following illustration?.

3.2 Role Interactions

In a traditional encoder-decoder framework for dia-
logue summarization, the encoder hidden states rep-
resent the semantic information of input dialogue
utterances, and the decoder hidden states contain
the information used to generate summaries. To
fully exploit the information from other roles, we
apply two role interactions on the attention module
of both hidden states. We present the structure of
our method in Figure 2 and introduce the details of
interactions in the following paragraphs.

3.2.1 Cross Attention Interaction

Our method is constructed based on a multi-task
framework where an encoder is used to encode
dialogue utterances and two role decoders (user
decoder and agent decoder) are used to decode
user summary and agent summary. First, the in-
put {z1,...,x,} is sent to an encoder (omitted in
the figure for simplicity) and the encoder outputs
the context hidden representation {h1, ..., h, }. In
the decoding phase, to calculate the cross attention
results for different roles separately, we use User
Mask and Agent Mask to split the context infor-
mation into user context H: "¢ and agent context
HZ'°. H; ™ contains the hidden representation of
all user utterances, and H"° contains the hidden
representation of all agent utterances.

The cross attention module extracts the most use-
ful information from the context according to the
temporary decoder state. Here we modify the mod-
ule to attend to different role contexts separately.

"Here we need to point out that our method could also
apply to dialogues with more than two speakers.
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Figure 2: The model structure of our proposed method with role interactions.

Taking user decoder as example, at step k, we use
the hidden state of user decoder > to attend to
user context f7°7¢ and agent context "¢, obtain-
ing two attention distributions att;, ,, atty, and
context attention results ¢, ;, ¢} ;. ‘Both context
results involve generating summaries. The process
is the same with agent decoder, where two attention
distributions are noted as atty ;. atty ;.

Since existing models are poor at extracting im-
portant information from other roles, it reflects
in incorrect cross-role attentions att;, , (agent de-
coder to user context) and att, , (user decoder
to agent context). Meanwhile, the same-role at-
tentions att;, , (user decoder to user context) and
att? . (agent decoder to agent context) are learned
better since most information of role-oriented sum-
maries comes from the given role’s utterances.
Thus we want to use the same-role attention to
guide the cross-role attention. As different roles
often discuss the same topic in one dialogue, the
accumulated cross attention distribution for user
decoder and agent decoder on the same role’s ut-
terances should be similar. A new Attention Di-
vergence Loss is added to constrain this attention
similarity as:

Latt—user = KL(Avg(atts)||Avg(atty))

Eattfagent = KL (Avg(attg) | | AVg (attg ) )

By minimizing these two losses, the agent de-
coder attends to user utterances as the user decoder
does, and the user decoder attends to agent utter-
ances as the agent decoder does. Two role decoders
interactively learn to focus on the key information
of the other role in dialogue utterances.

3.2.2 Decoder Self-Attention Interaction

Since the decoder calculates the hidden states that
could help predict summaries, the hidden states
must contain much important information of sum-
maries. We thus try to exploit the information em-
bedded in other role decoders. Specifically, for user
decoder, at time step ¢, we achieve the decoder hid-
den states h}*°" and use a Role Attention module
to weigh the last ¢ hidden states of agent decoder
{RE", .., hi®™}3. The role context information
r®%" is obtained by adding all the agent hidden
states with their weights, and it helps generate the
probability of next word ¢;'*** for user summary.
The calculation formulas are given as:

r;lser — Attn(h?ser, h?ient)

PUGST) = F(R, rioer, i)

The function F includes an MLP layer to fuse dif-
ferent information and a softmax layer to predict
the vocabulary probability distribution. The pro-
cess is the same with the agent decoder, and two
decoders decode interactively.

3.2.3 Training and Inference

In the training phase, we use the teacher-forcing
method to jointly train two role decoders and use
the Negative Log-Likelihood loss to optimize. The

3Since two decoders decode simultaneously, at step ¢, the
other decoder could only provide the states from step 1 to ¢.

2548



NLL loss for a single sample is formulized as:

user'

ly
Lon=—(a 3 log Pyl |yer, 5™ D)+
i=1

agent‘

ly
(1—a) Y log P(y*™ [y25™, y25, D))
=1

« 1s a hyper-parameter for balancing the weights of
different summarization tasks. Besides, we add the
attention divergence loss to constrain the attention
distribution, and the total loss is calculated as:

L= £nll + B(ﬁatt—user + 'Catt—agent)

B is a hyper-parameter for balancing the weights
of different loss functions.

In the inference phase, we also make some ad-
justments to beam search for our proposed method.
We maintain two beams, one for user summary and
one for agent summary. At each step of decoding,
the k' sequence of the user summary beam should
consider the states in the k' sequence of the agent
summary beam for role attention. Once one beam
has finished decoding, we keep the beam fixed and
search for the other one. The beam search will
finish if both beams have finished searching.

4 Experiments

4.1 Datasets

There are two dialogue summarization datasets
with role-oriented summarization tasks. Thus, we
evaluate the effectiveness of our proposed method
on both datasets. First, we experiment on a Chi-
nese fine-grained customer service summarization
dataset named CSDS* (Lin et al., 2021). It provides
separate summaries for the user and the agent, and
both may contain multiple topics. The other one is
a Chinese medical inquiry summarization dataset
MC? (Song et al., 2020). Each dialogue has a sum-
mary of the patient’s description and a summary
of the doctor’s suggestion. We note them as user
summary and agent summary as well. Most of the
summaries in MC are extractive, and only a few are
different from dialogue scripts. Moreover, most di-
alogues in MC have only one topic. Comparing two

*https://github.com/xiaolinAndy/CSDS.

Shitps://github.com/cuhksz-nlp/HET-MC. We use the offi-
cial crawling script to acquire the dataset and divide some data
from the training set as the validation set. Due to the website
update, the data may have a slight difference compared with
the version in the original paper.

CSDS MC
Train Size 9,101 29,324
Val Size 800 3,258
Test Size 800 8,146
Turns 25.92 18.48
Dial. Length 321.92 29221
User Sum. Length 37.28 22.37
Agent Sum. Length | 48.08 95.32

Table 1: Statistics of CSDS and MC. All the lengths
are counted on Chinese characters.

datasets, MC is easier to summarize while CSDS is
more specific for role-oriented summarization and
more challenging. The detailed statistics of the two
datasets are given in Table 1.

4.2 Baselines and Experiment Settings

We apply the role interaction methods on two
widely-used seq2seq models in the summarization
community, including PGN (See et al., 2017) and
BERTADs (Liu and Lapata, 2019). Therefore, we
will introduce these two backbone models and how
we apply Role Interactions to them.

4.2.1 PGN-based Methods

PGN is an LSTM-based seq2seq model with a copy
mechanism to copy words from the input and a cov-
erage mechanism for constraining context attention.
We set two PGN-based baselines for comparison.
PGN-single is to separately train two PGN models
for generating user summary and agent summary,
while PGN-multi tries to jointly train two PGN
models by sharing the same encoder. Both base-
lines adopt all the dialogue context as input.

To apply role interactions, we choose the output
of the LSTM cell in the decoder as the query to
calculate cross attention and role attention. The
attention object in role attention is the output of the
LSTM cell from the other decoder. Since we calcu-
late the cross attention for different roles separately,
we use a learnable gate p,., to control the weight
of different cross attentions and add them together
according to their weights to achieve the overall
context attention distribution. It is also used for the
copy and coverage mechanism. We set PGN-cross
as adding cross attention interaction, PGN-self as
adding decoder self-attention interaction, and PGN-
both as adding both interactions.

4.2.2 BERTADbs-based Methods

Transformer has been widely used in language un-
derstanding and generation models due to its strong
representation ability and concurrency, especially
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in pretrained models (Devlin et al., 2019; Lewis
et al., 2020). Here we choose BERTADbs (Liu and
Lapata, 2019) as the backbone structure since it per-
forms well on many summarization datasets and is
available for non-English languages such as Chi-
nese. It adopts a pretrained BERT model as encoder
and a transformer decoder structure to decode sum-
maries. Both the encoder and the decoder contain
six layers, and each layer contains three sub-layers
(self-attention, encoder-decoder attention, feedfor-
ward). Similar with PGN-based methods, we set
BERT-single and BERT-multi as two baselines.

We apply both interactions to each layer in
BERTADbs. For cross attention interaction, we
change the encoder-decoder attention sub-layer
into two separate cross attention modules; for de-
coder self-attention interaction, we add the role
attention module parallel with the encoder-decoder
attention module. The query, key, and value of the
role attention module are all the output from the
self-attention sub-layer. BERT-cross, BERT-self,
and BERT-both are kept the same with the settings
in PGN-based methods.

4.2.3 Other Experiment Settings

We add the role information to the front of the
utterance in each turn and concatenate all the ut-
terances in the dialogue sequentially as the input
of the model. Both PGN® and BERTAbs’ baseline
methods are adopted from publicly available codes.
For PGN-based methods, we use pretrained Chi-
nese word vectors provided by Tencent®, and the
vocabulary size is 10,000. While for BERTAbs-
based methods, we use the base version of Chinese
BERT-wwm”. The best checkpoint is chosen based
on validation set loss, and we use beam search
to decode summaries on the best checkpoint with
beam size 5. For choosing hyper-parameters, since
the agent summary is more complex than the user
summary in MC, we set « to be 0.2 to give the
agent summary more weight. It is set to be 0.5
for CSDS. (3 is set to be 0.5 for PGN and 0.25 for
BERTADs. The hyper-parameter settings are cho-
sen by experimenting on the validation set. More
details are given in Appendix A.

Shttps://github.com/atulkum/pointer_summarizer
"https://github.com/nlpyang/PreSumm
8https://ai.tencent.com/ailab/nlp/en/embedding. html
*https://github.com/ymcui/Chinese-BERT-wwm

4.3 Evaluation Metrics

We adopt six common automatic evaluation metrics
to evaluate the summary quality. The metrics in-
clude traditional n-gram overlapping metrics, such
as ROUGE (Lin and Hovy, 2002), BLEU (Pap-
ineni et al., 2002), and distributed representation
matching metrics, including BERTScore (Zhang
et al., 2020) and MoverScore (Zhao et al., 2019).
We use files2rouge toolkit to calculate the F1 score
of ROUGE-1, ROUGE-2, ROUGE-L. More details
of evaluation scripts are given in Appendix A.

In addition to automatic metrics, we also com-
pare the summary quality at a fine-grained level
through human evaluation. Following the human
evaluation process in Lin et al. (2021), we recruit
several volunteers and let them evaluate the sum-
maries in the following aspects: (1) Informative-
ness: Does the generated summary correctly cover
the information in the ground truth summary? (2)
Non-redundancy: Does the generated summary
not contain repeated, meaningless or unnecessary
information? (3) Fluency: Is the generated sum-
mary well-formed, semantically complete, and easy
to understand? All three aspects are evaluated at
the sub-summary level'® on a three-point scale, 0
for the worst, 1 for the medium, and 2 for the best.

S Results and Analysis

5.1 Automatic Evaluation Results

First, we present the results of automatic metrics
with Student’s t-test as significance test in Table 2
and 3. The results are similar on the two datasets.
First, the multi-task mechanism could bring some
improvement than separately training on most of
the metrics. However, the improvement is lim-
ited, especially for the PGN model on CSDS. After
adding the enhancement of other roles’ informa-
tion, the performance is significantly boosted.

On CSDS, PGN-single and BERT-single are two
strong baselines provided in Lin et al. (2021)'!. For
PGN-based methods, the best method PGN-both
utilizes two interactions and achieves 2.84 and 1.53
higher points on ROUGE-L for user summary and
agent summary than PGN-single. For BERTAbs-

'We split summaries into different topic segments, and
each segment is a sub-summary, same as the process inLin
et al. (2021).

"'Note that we do not mention the baseline Fast-RL (Chen
and Bansal, 2018) in Lin et al. (2021). It first extracts salient
utterances and then generates summary sentences from each
utterance separately, which is not available to add our proposed
interaction methods.
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CSDS ROUGE-1 ROUGE-2 ROUGE-L BLEU BERTScore MoverScore
user agent user agent user agent user agent user agent user agent
PGN-single | 53.55 50.20 37.06 35.12 51.05 47.59 29.64 28.25 78.68 76.13 26.68 25.13
PGN-multi 54.01 49.94 37.38 34.78 51.95 48.20 30.04 29.09 78.78 75.95 27.16 24.90
PGN-cross 54.34 50.80 37.75 35.89 51.95 48.20 31.19 30.40 78.97 76.51 27.89 25.60
PGN-self 55.49 51.00 38.75 35.70 53.08 48.52 31.84 30.47 79.37 76.48 27.74 25.55
PGN-both 56.08* 51.62* | 39.10* 36.50* | 53.89* 49.12* | 33.54* 29.78* | 79.52* 76.74* | 28.28* 26.25*
BERT-single | 52.72 49.57 36.39 33.82 50.44 46.83 30.17 26.99 79.23 76.39 24.96 23.87
BERT-multi | 56.09 50.49 39.91 35.17 54.02 48.08 26.91 25.39 80.50 76.65 27.19 23.71
BERT-cross | 57.29 50.35 41.03 35.27 55.29 48.09 30.70 24.19 80.90 76.65 28.55 23.70
BERT-self 56.94 50.96 40.37 35.24 54.85 48.40 30.61 27.13 80.53 76.80 28.24 24.83
BERT-both 57.36%  51.92* | 40.70 36.37* | 55.17* 49.52% | 32.04* 29.23* | 80.70 77.23% | 28.66* 25.48*

Table 2: The automatic metric results for CSDS. * indicates that the improvement of applying two interactions
(PGN-both, BERT-both) over single and multi are both statistically significant (p < 0.01).

MC ROUGE-1 ROUGE-2 ROUGE-L BLEU BERTScore MoverScore
user agent user agent user agent user agent user agent user agent
(Song et al., 2020) | 92.80 83.31 88.97 75.48 92.80 83.29 - - - - - -
PGN-single 94.83 82.63 94.32 77.83 94.78 81.51 87.66 68.10 97.60 91.74 90.28 67.95
PGN-multi 94.58 83.16 93.98 78.33 94.53 81.96 87.23 69.96 97.49 91.92 89.87 68.42
PGN-cross 95.12 83.40 94.63 78.60 95.07 82.18 87.99 69.61 97.75 92.07 90.73 69.06
PGN-self 95.08 83.17 94.59 78.48 95.04 82.00 87.90 69.29 97.70 91.99 90.64 68.54
PGN-both 95.11*%  83.48* | 94.59*  78.73* | 95.06%* 82.28* | 87.82* 69.63 97.71*%  92.15*% | 90.66* 69.24*
BERT-single 95.13 81.66 94.50 76.73 95.08 80.42 87.20 64.09 97.86 91.71 90.31 68.29
BERT-multi 95.18 81.20 94.61 76.37 95.13 79.97 87.38 64.83 97.90 91.51 90.71 67.55
BERT-cross 95.18 81.75 94.61 77.04 95.13 80.55 87.40 65.63 97.89 91.70 90.67 68.28
BERT-self 95.18 81.61 94.61 77.01 95.13 80.49 87.37 65.01 97.89 91.72 90.69 68.37
BERT-both 95.19 82.11*% | 94.63 77.49% | 95.14 80.92*% | 87.40 65.40*% | 97.90 91.91* | 90.72 68.95%*

Table 3: The automatic metric results for MC. * represents the same with the one in Table 2.

based methods, the improvements are even greater,
which are 4.73 and 2.69. We also conduct ablation
studies by only applying one interaction (-cross or
-self)). Both settings show promising improvement
over the single and multi baselines on nearly all the
metrics, demonstrating the effectiveness of each
interaction method. In comparison, applying two
interactions together yields the best result on the
majority of metrics.

The circumstance is similar on MC. User sum-
marization is relatively simple on MC, and the base-
line methods could achieve high performance (5.35
points of ROUGE-2 higher than the best perfor-
mance in the original paper (Song et al., 2020)).
Despite this, both cross attention interaction and de-
coder self-attention interaction could still increase
the performance of user summary a bit. Addition-
ally, the improvement on agent summary is more
significant. PGN-both method achieves 0.90 points
of ROUGE-2 and 1.29 points of MoverScore im-
provement, while BERT-both achieves 0.76 points
of ROUGE-2 and 0.66 points of MoverScore im-
provement. PGN-both also beats the best result in
the original paper on most of the metrics, which
uses additional information such as hospital depart-
ment and disease name. In conclusion, our pro-
posed two interaction methods could bring remark-
able improvement on different backbone structures

CSDS Info Non-Red Flu Overall
PGN-multi | 0.69/0.65 0.54/0.55 0.70/0.79 | 0.64/0.66
PGN-both 0.66/0.69 0.58/0.59* | 0.73/0.81 | 0.66/0.70*
BERT-multi | 0.58/0.56 0.66/0.61 0.84/0.87 | 0.69/0.68
BERT-both | 0.62%/0.60* | 0.62/0.60 0.85/0.87 | 0.70/0.69

Table 4: The human evaluation results for CSDS. Two
values in each block represent user summary and agent
summary. All the values are in range 0 to 1. * indicates
that the improvement of applying two interactions over
the multi baseline is statistically significant (p < 0.05).

and different datasets.

5.2 Human Evaluation Results

To evaluate the summary quality at a more fine-
grained level, we compare the summaries from
different models according to the pre-defined three
aspects: informativeness, non-redundancy, fluency.
Since the multi-task framework works better than
the single baseline, we directly compare it with
applying both interactions. As CSDS is more chal-
lenging for this task, we randomly select 100 sam-
ples from the test set and obtain the outputs of two
baseline methods (PGN-multi and BERT-multi)
and two interaction methods (PGN-both and BERT-
both). We recruit three volunteers and train them on
the evaluation rules'?. Then we let them evaluate
the generated summaries according to the ground

More details are in Appendix C with ethical concerns.
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CSDS ROUGE-1 | ROUGE-2 | ROUGE-L BLEU BERTScore | MoverScore
Type A/B Type A/B Type A/B Type A/B Type A/B Type A/B
PGN-multi | 55.13/59.45 | 37.76/41.22 | 52.73/56.20 | 30.66/28.29 | 76.40/77.64 | 23.74/25.47
PGN-both 56.00/62.28 | 38.58/43.88 | 53.66/58.99 | 31.06/29.14 | 76.84/78.59 | 24.41/27.15
BERT-multi | 46.59/50.07 | 32.33/34.59 | 44.49/47.65 | 23.45/26.37 | 75.03/75.64 | 22.47/24.34
BERT-both | 50.96/54.62 | 35.72/37.93 | 48.82/51.93 | 27.47/30.10 | 76.27/76.94 | 24.19/26.17

Table 5: The performance on different types of samples. Type A represents agent summaries that need to be
integrated, and Type B represents for those that do not. Here all the metrics here are recall scores except for BLEU
and MoverScore since they do not have a recall version. We use their available results instead.

truth and the original dialogue in the three aspects.
We run the inter-annotator agreement study on
three volunteers’ scores, and obtain a reasonable
kappa score, 0.48 on average. We also calculate
an “Overall” metric by averaging the results of all
three aspects to represent the summary quality in
general. We normalize the result into O to 1 and
present it in Table 4.

The result shows different trends on two back-
bone structures. For the PGN model, applying
interactions could largely reduce the redundancy
of both user and agent summary, with a compa-
rable performance of informativeness. Besides, it
also improves the fluency of the two summaries.
For the BERTAbs model, the interaction method
significantly improves the informativeness while
the redundancy also increases a bit. The differ-
ence exists because BERTADbs prefers to generate
short summaries. Thus, considering information
from other roles could help generate more useful
information but also induce some redundant text.
In contrast, PGN tends to generate lengthy sum-
maries. When considering information from other
roles, it first tries to discard the redundant texts and
only retains more important ones. The fluency im-
provement on both methods proves that other roles’
information helps generate more semantically com-
plete summaries. Considering the overall metric,
we conclude that our proposed interaction method
is also effective through human evaluation.

5.3 Further Analysis

Agent Summary Completeness Analysis The
agent summary often suffers semantic incomplete-
ness due to missing key information from other
roles (Lin et al., 2021). Since our proposed role
interactions aim at extracting other roles’ key in-
formation, we wonder whether they work on these
incomplete cases. Following the settings in Lin
et al. (2021), we compare the summary quality of
samples that need to integrate other roles’ informa-

tion and those that do not need separately'3. The
result in Table 5 shows that the interaction method
could actually help improve the performance on
samples that need to integrate. Besides, samples
that do not need also get improved. We believe that
it is because considering other roles’ information
could also help extract critical content from the
role’s own utterances as well.

Topic Structural Summary Analysis Since we
assume that role interactions could help generate
better summaries by sharing the same discussion
topic, we wonder whether the summaries generated
by our methods could include the correct topic
structure. More specifically, we want to find out
the performance of our methods on summarizing
each topic. Following the evaluation method in
(Lin et al., 2021), we treat each sentence in the
summary as a sub-summary for a single topic and
calculate the number of matching sub-summaries
with the reference by a ROUGE-L-based matching
algorithm. We calculate the precision, recall, and
F1 scores of correctly matched sub-summary ratios
and present them in Table 6. The result shows that
two role interaction methods achieve higher recall
and F1 scores on sub-summary matching. It proves
that role interactions could help the model grasp
the discussion topic in the dialogue and generate a
more accurate summary for each topic.

We also present an example in Appendix B to
prove the effectiveness of our proposed role inter-
action method.

6 Conclusion and Future Work

In this paper, we focus on the role-oriented dia-
logue summarization task. To fully exploit the
information from other roles, we propose two role
interaction methods on cross attention and decoder

BTt is judged by considering whether the summary needs
to refer to other roles’ utterances, which is already labeled in
CSDS.
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Methods Precison Recall F1
PGN-multi 28.61/18.86 | 28.87/19.67 | 28.74/19.27
PGN-both 31.79/21.06 | 30.85/21.58 | 31.31/21.32
BERT-multi | 40.16/23.99 | 30.26/18.81 | 34.51/21.09
BERT-both | 37.37/22.09 | 32.17/20.66 | 34.57/21.35

Table 6: Sub-summary matching ratio for baselines and
our methods. Two values in each block represents user
summary and agent summary.

self-attention. The cross attention interaction cal-
culates the context information for different roles
separately and uses same-role attention to guide
cross-role attention. The decoder self-attention in-
teraction adds a role attention module to attend
to other role decoder states interactively. Exper-
iments on two dialogue summarization datasets
prove that both interactions perform significantly
better than strong baseline methods. Adding role
interactions also helps generate summaries with
complete semantics and correct topic structure. In
the future, we will try to apply this method to other
dialogue-related tasks and conduct more experi-
ments on stronger summarization methods.
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Appendix
A Experiment Details

Here, we will introduce some detailed settings for
our experiments on two datasets.

* PGN-based methods: We construct the vo-
cabulary by choosing the top 10,000 most fre-
quent words in the training data. The settings
of PGN are the same as the original setting
with hidden size 256. The optimizer is Ada-
grad and the learning rate is 0.15.

For CSDS dataset, we use the given word split
result to construct the vocabulary. The maxi-
mum input length is set as 500. The maximum

output length is 100, and the minimum is 10.
We train 40 epochs without coverage mecha-
nism or KL divergence loss (if needed) and 10
epochs with coverage mechanism and KL di-
vergence loss. Then we choose the best check-
point by comparing the loss on the validation
set and use it to decode summaries.

For MC dataset, we use jieba'* tool to split
sentences into words for constructing the vo-
cabulary. The length conditions of input and
output are kept the same with CSDS. We
train 30 epochs without coverage mechanism
and do not finetune with coverage mechanism
since we found that it makes the performance
worse. The KL divergence loss is added to the
training loss for PGN-cross and PGN-both in
all the training process.

* BERTAbs-based methods: Since the BERT
model is already finetuned, there is no need
to reconstruct the vocabulary. The Chinese
BERT model works on character-level. Thus
we set the length limit larger. The dimension
and optimizer settings of BERTADbs are also
the same as the original settings.

For CSDS dataset, the maximum input and
output length are 1,000 and 200, respectively.
The minimum output length is 15. We train
the model for 4000 steps and save the check-
point for every 400 steps. We use Adam opti-
mizer with a warmup of 1000 steps. The KL
divergence loss is added by finetuning 1000
more steps. During the inference time, we con-
trol the maximum non-repeat n-gram length
as 5.

For MC dataset, the maximum input and out-
put length are kept the same as in CSDS, and
the minimum output length is 10. We train the
model for 8000 steps and add the KL diver-
gence loss in all the training process.

All the PGN-based models are run on an
NVIDIA TITAN Xp, and all the BERTAbs-based
models are run on an NVIDIA RTX3090. The
whole running time is less than a week.

We also provide the running scripts of auto eval-
uation metrics for better reproduction. For ROUGE
metrics, we use the files2rouge' toolkit with the
default parameters. All the Chinese characters

Yhttps://pypi.org/project/jieba/
Bhttps://github.com/pltrdy/files2rouge
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are transferred into number ids for calculation,
and the period is used to split each summary into
several sentences for ROUGE-L calculation. For
BERTScore, we use the official code'®. For Mover-
Score, we use moverscore-v2!7 and the bert-base-
chinese pretrained model for obtaining representa-
tions.

B Case Study

Here we use the same example illustrated in the
main paper to prove the effectiveness of our pro-
posed method. The outputs of different methods are
given in Figure 3. Comparing the outputs of user
summary, only PGN-both correctly summarizes
the key issue “The user asked whether wechat pay-
ment is available.”, while other baselines omit it.
This could be contributed to decoder self-attention
interaction by attending to the information in the
decoded agent summary. As for the agent summary,
PGN omits the keyword “JD”” and PGN-multi gen-
erates a redundant clause “The customer service
replied that it can be paid by wechat”. Compared
with them, PGN-both generates the agent summary
with both informativeness and preciseness.

As given in Figure 4, we also present the average
attention distribution for cross attention module in
the PGN-both method. Although the attention dis-
tributions for user summary and agent summary are
different, they also show some similarities, such
as both focusing on the second line from the bot-
tom, which is the key utterance for both summaries.
This could be benefited by the cross attention inter-
action since we close the gap between the attention
distributions of different role decoders on the same
role’s utterances.

C Ethical Concerns

We only use the data provided by two datasets for
training. The private information in CSDS has
already been anonymized, such as replacing all
numbers with special token <NUM> and all order
IDs with <ORDER-ID>. There is no personal in-
formation available in CSDS. The circumstance is
the same for MC, where all the dialogues do not
contain detailed personal information. Thus the
methods provided in our experiment do not have
any issues with privacy disclosure. As for human
evaluation, all the participants are Chinese gradu-
ate students who volunteer to make the evaluation,

Ihttps://pypi.org/project/bert-score/0.2.1/
https://github.com/AIPHES/emnlp19-moverscore

and they are all proficient in Chinese. We first let
them read the evaluating instructions and let them
evaluate ten samples without showing the model
name for each summary. After confirming that the
results provided by three volunteers attain a moder-
ate level of agreement on all the aspects, we allow
them to examine the remaining samples.
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User Summary

PGN

A PR R kG FIT AR T, REESXETD, (The user said that the
original mobile phone number was useless, and forgot the password.)

PGN-multi

B PaEREFRTGFNTEAT, RERESXETEL . (The user said
that the original mobile phone number was useless, and how to deal with since I
forgot the password.)

PGN-both

RPRTHRZOFNTERNT, REEDHXEST. AP AFRZETARE .
(The user said that the original mobile phone number was useless, and forgot the
password. The user asked whether wechat payment is available.)

Refer-
ence

AP ATHEFNTAANT, FB5T, B P H#ERELS T ARE XA,
(The user said that the mobile phone number was useless, and forgot the password.
The user asked whether Jingdong can pay via wechat.)

Agent Summary

PGN

FIRE B XL AR PARE R F R, FIRE A EF £ T Az L4t
(The customer service helped the user upgrade the commissioner and called back in
[NUM] hours. The customer service replied that it can be paid by wechat normally.)

PGN-multi

BRI R P #EE R BIRETT ARAE A, BRETRAEAT ARG L
4o (The customer service helped the user transfer the specialist. The customer
service replied that it can be paid by wechat. The customer service replied that JD
can be paid by wechat. )

PGN-both

FEIRAE YR P 435 R A, BIREA TR A AT LS 4T85, (The customer
service helped the user transfer the specialist to deal with. The customer service
replied that JD can be paid by wechat. )

Refer-
ence

BIRFR P AHERRAMBRT(RFIIHARE ., BIRE TR T ARSE
% 4+, (The customer service helped the user to call back within [number] hours
after the transfer specialist fails. The customer service said JD could pay via wechat.)

Figure 3: The generated summaries and ground truth for the example dialogue.
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(a) The average attention distribution for user summary
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(b) The average attention distribution for agent summary

Figure 4: The average attention distribution for decoding summaries using the PGN-both method.
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