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Abstract

The recent advent of modern pretrained lan-
guage models has sparked a revolution in Natu-
ral Language Processing (NLP), especially in
multilingual and cross-lingual applications. To-
day, such language models have become the
de facto standard for providing rich input rep-
resentations to neural systems, achieving un-
precedented results in an increasing range of
benchmarks. However, questions that often
arise are: firstly, whether current language mod-
els are, indeed, able to capture explicit, sym-
bolic meaning; secondly, if they are, to what
extent; thirdly, and perhaps more importantly,
whether current approaches are capable of scal-
ing across languages.

In this cutting-edge tutorial, we will review re-
cent efforts that have aimed at shedding light on
meaning in NLP, with a focus on three key open
problems in lexical and sentence-level seman-
tics: Word Sense Disambiguation, Semantic
Role Labeling, and Semantic Parsing. After a
brief introduction, we will spotlight how state-
of-the-art models tackle these tasks in multi-
ple languages, showing where they excel and
where they fail. We hope that this tutorial will
broaden the audience interested in multilingual
semantics and inspire researchers to further ad-
vance the field.

1 Tutorial Description and Relevance

Over the past few years, the field of Natural Lan-
guage Processing (NLP) has witnessed tremendous
growth, mainly thanks to the increasingly wide
availability of modern pretrained language mod-
els, such as ELMo (Peters et al., 2018), BERT
(Devlin et al., 2019), and BART (Lewis et al.,
2020), which have enabled unprecedented results
in a broad range of tasks, from Neural Machine
Translation to Question Answering, Information
Retrieval and Text Summarization, inter alia. How-
ever, important questions that naturally arise when
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looking at the recent impressive gains in the field
are whether such powerful language models learn
to encode semantic knowledge and, if they are, to
what extent. More importantly, the escalating inter-
est in multilingual NLP demands approaches that
are able to identify and transfer semantics across a
multitude of languages, especially those for which
there is a scarce amount of data available.

In this tutorial, we will review recent studies in
lexical and sentence semantics, paying special at-
tention to state-of-the-art approaches and how they
tackle multilinguality in three fundamental tasks
for Natural Language Understanding (NLU): Word
Sense Disambiguation (WSD), Semantic Role La-
beling (SRL) and Semantic Parsing (SP). In addi-
tion to an introduction to multilingual NLU, for
each task we will provide, i) a gentle introduction,
ii) an overview of the inventories and resources
most commonly adopted, iii) an outline of current
approaches with a particular focus on multilingual-
ity and cross-linguality in order to understand their
strengths and shortcomings, and also pointing to
promising directions for future work. Although
there have been previous tutorials on Semantics in
NLP, especially on SP (Lopez and Gilroy, 2018;
Gardner et al., 2018; Koller et al., 2019), our tuto-
rial will, instead, focus on the challenges of mul-
tilinguality and cross-linguality and how recent
approaches based on pretrained language models
tackle them.

Despite the increasing performance of huge lan-
guage models in NLU tasks, recent studies have
demonstrated that the integration of explicit seman-
tics into deep learning techniques is beneficial not
only in terms of performances (Levine et al., 2020),
but also interpretability (Wiedemann et al., 2019)
and cross-lingual transfer (Blloshmi et al., 2020).

2 Tutorial Structure and Contents

The tutorial will be structured in a bottom-up fash-
ion: participants will be introduced to multilingual
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semantics, first at the lexical level with WSD, and
then at the sentence level with SRL and SP, high-
lighting the most effective approaches to date, but
also their weaknesses and future directions to ad-
dress these.

2.1 Word Sense Disambiguation (WSD)

The tutorial will start with WSD as the lowest
level of semantic abstraction. Its objective is to
assign the most appropriate sense to a word in con-
text from a finite set of possible choices (Navigli,
2009), which usually come from predefined sense
inventories. Although, at a first glance, WSD may
seem a simple task to a human, it has proven to
be extremely challenging for machines. Indeed,
depending on the sense inventory of choice, dif-
ferent linguistic phenomena may make the task
difficult to tackle with standard classification tech-
niques. Nonetheless, being able to link raw text to
knowledge bases is fundamental in NLP (McCoy
et al., 2019; Bender and Koller, 2020), bringing
benefits in several fields, such as Machine Transla-
tion (Liu et al., 2018; Pu et al., 2018; Campolungo
et al., 2022), Information Extraction (Delli Bovi
et al., 2015), and Information Retrieval (Blloshmi
et al., 2021b). We will start with an introduction to
the task, presenting its most common formulation
along with the challenges it poses. Then, we will
describe state-of-the-art systems, highlighting their
core contributions. Finally, we will conclude by
presenting open challenges in multilingual WSD.

Resources for WSD. We will first present the
standard resources currently in use for WSD, start-
ing with WordNet (Miller et al., 1990), i.e., the
most widely used sense inventory, and Open Multi-
lingual Wordnet (Bond, 2011) and BabelNet (Nav-
igli and Ponzetto, 2012; Navigli et al., 2021), two
multilingual extensions of WordNet.

Current approaches in WSD. After the initial
success of purely data-driven neural models in
WSD (Yuan et al., 2016), subsequent approaches
started to leverage information coming from knowl-
edge bases in addition to standard training datasets
(Huang et al., 2019; Bevilacqua and Navigli, 2020).
We will put a special focus on state-of-the-art sys-
tems that rely on relational knowledge (Bevilacqua
and Navigli, 2020) and sense definitions as addi-
tional knowledge (Blevins and Zettlemoyer, 2020;
Barba et al., 2021a,b). We will explain how these
approaches are data-efficient and why they are im-
portant, especially for low-resource languages.
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2.2 Semantic Role Labeling (SRL)

While WSD is concerned with lexical-level mean-
ing, SRL (Gildea and Jurafsky, 2000) investigates
sentence-level semantics and is usually described
informally as the task of automatically answer-
ing the question “Who did What to Whom, Where,
When, and How?” (Marquez et al., 2008). More
precisely, its objective is to extract the predicate-
argument structure of a sentence and, therefore, it
is considered by some as a form of shallow Seman-
tic Parsing. Over the years, SRL has been proven to
be beneficial in several tasks, such as Question An-
swering (Shen and Lapata, 2007), Machine Trans-
lation (Marcheggiani et al., 2018), Video Under-
standing (Sadhu et al., 2021), and data augmenta-
tion (Ross et al., 2022). Following a general intro-
duction to SRL, the tutorial will highlight some key
details about the most popular predicate-argument
structure inventories for SRL, the salient character-
istics of current state-of-the-art systems, and why
everything becomes more complex when trying to
tackle multilingual and cross-lingual SRL.

Inventories for SRL. The tutorial will overview
the main challenges that current predicate-
argument structure inventories pose for multilin-
gual and cross-lingual SRL, with particular focus
on PropBank-style inventories (Palmer et al., 2005;
Xue, 2008; Jindal et al., 2022), FrameNet (Baker
et al., 1998) and VerbAtlas (Di Fabio et al., 2019).

Current approaches in SRL. Given its close
ties with syntax, over the years one of the main dis-
tinctions between proposed approaches is whether
they have chosen to rely on syntactic features (He
et al., 2019; Marcheggiani and Titov, 2020; Conia
and Navigli, 2020), or not (Marcheggiani et al.,
2017; Cai et al., 2018). The tutorial will briefly
cover the advantages and disadvantages of relying
on syntax in multilingual SRL, but also highlight
annotation projection techniques for cross-lingual
SRL (Akbik et al., 2015; Daza and Frank, 2020),
and how recent trends in multi-task learning (Conia
et al., 2021) and generation (Blloshmi et al., 2021a;
Paolini et al., 2021; Conia et al., 2022) are going
beyond traditional approaches, hinting at new di-
rections in SRL.

2.3 Semantic Parsing (SP)

Finally, the tutorial will bring participants to a
higher level of semantic abstraction: SP, indeed,
may be seen as “the task of mapping natural lan-



guage sentences into complete formal meaning rep-
resentations which a computer can execute” (Kate
and Wong, 2010). Here we focus on formalisms
that aim at encoding text in an abstract form that
captures aspects of meaning — as opposed to exe-
cutable formalisms for SP — that can be reusable in
various scenarios, thus being domain independent.
Indeed, SP formalisms have been successfully in-
tegrated into numerous downstream applications,
such as Machine Translation (Song et al., 2019),
Text Summarization (Hardy and Vlachos, 2018),
Human-Robot Interaction (Bonial et al., 2020) and
Question Answering (Kapanipathi et al., 2021).
Nevertheless, research in SP has mainly focused on
English, with only a handful of attempts in other
languages.

Formalisms for SP. Over the years, various dif-
ferent formalisms have been proposed to encode
semantic structures. We will first overview the
most popular formalisms, such as Elementary De-
pendency Structures (Oepen and Lgnning, 2006,
EDS), Prague Tectogrammatical Graphs (Haji¢
etal., 2012, PTG), Universal Conceptual Cognitive
Annotation (Abend and Rappoport, 2013, UCCA),
Universal Decompositional Semantics (White et al.,
2016, UDS), with a main focus on Abstract Mean-
ing Representation (Banarescu et al., 2013) and Ba-
belNet Meaning Representation, its fully-semantic
extension (Martinez Lorenzo et al., 2022).

Current approaches in SP. SP is receiving ever
growing attention that has led to numerous ap-
proaches of different flavors. Indeed, the advan-
tages and disadvantages of parser types are vari-
able across different formalisms. We will focus
on two categories of approaches: graph-based
ones (Zhang et al., 2019; Cai and Lam, 2020),
that consist of transducing natural utterances into
graphs, and sequence-to-sequence ones, that pro-
duce linearized graph structures for a given input
text (Ge et al., 2019; Bevilacqua et al., 2021a).
Due to the recent development of encoder-decoder
pretrained architectures, sequence-to-sequence ap-
proaches to SP are emerging as the best-performing
methods, not only in English (Bevilacqua et al.,
2021a), but also in other languages (Procopio et al.,
2021b).

3 Type, Prerequisites and Audience

This is a cutting-edge tutorial. State-of-the-art
approaches for three key areas of multilingual lexi-
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cal and sentence semantics will be presented, and
some of them will be discussed in detail. We ex-
pect 80-120 attendees from different fields as the
barriers to entry will be low:

* Math prerequisites: Linear algebra, e.g., ma-
trix operations, linear/non-linear functions.

* Machine Learning prerequisites: General
concepts of classification, e.g., token clas-
sification, sequence labeling, sequence-to-
sequence.

* NLP prerequisites: High-level notions about
pretrained language models.

4 Reading List
Recommended work to read before the tutorial:

* Bevilacqua et al. (2021b): a survey on recent
trends in WSD;

Blevins and Zettlemoyer (2020) and Barba
et al. (2021a): two recent WSD systems that
take advantage of sense definitions;

Marquez et al. (2008) and Hajic et al. (2009):
an introduction to SRL and the largest gold
benchmark for multilingual SRL;

He et al. (2019) and Conia et al. (2021):
two recent approaches to multilingual SRL, a
syntax-aware and a syntax-agnostic one;

Koller et al. (2019) and Oepen et al. (2020):
tutorial on recent work and shared task on SP;

Banarescu et al. (2013) and Bevilacqua et al.
(2021a): the introduction to the AMR formal-
ism for SP and a state-of-the-art system for
AMR parsing and generation;

5 Tutorial Outline (3h)

Part 0: Introduction (10 minutes). Introduction,
motivation, goals, how the tutorial is organized.

Part 1: WSD (40 minutes)
* Introduction to WSD, formulation, examples;

* Sense inventories for WSD: WordNet, Open
Multilingual WordNet and BabelNet;

* Current approaches in multilingual WSD:
purely data-driven vs. knowledge-enhanced
supervision; going beyond sense inventories.



QA & Break (10 minutes)
Part 2: SRL (40 minutes)

* Introduction to SRL, formulation, examples;

* Predicate-argument structure inventories: the
case of multilingual and cross-lingual SRL;

* Current approaches in multilingual and cross-
lingual SRL: syntax-aware vs syntax-agnostic
systems, annotation projection techniques,
and novel directions.

QA & Break (10 minutes)

Part 3: SP (40 minutes)
* Introduction to SP, formulation, examples;
¢ Main formalisms for SP;

* Current approaches in cross-lingual SP: anno-
tation projection, data augmentation via trans-
lation, generation.

QA & Break (10 minutes)

Part 4: Conclusion (20 minutes). Where to go
from here, general considerations, a look to the
future of explicit lexical and sentence semantics.

6 Pedagogical Material

Part 1 (WSD), Part 2 (SRL) and Part 3 (SP)
will include brief hands-on sessions. These
will be supported by interactive demos and
Jupyter/iPython/Colab notebooks to invite partic-
ipants to play with high-performance pretrained
systems for WSD, SRL and SP. All material (slides,
notebooks, pretrained models) will be freely avail-
able online to let discussions continue beyond the
tutorial and for teaching purposes.

7 Presenters

Roberto Navigli is a Full Professor in the Depart-
ment of Computer, Control and Management Engi-
neering (DIAG) of Sapienza University of Rome,
from which he also obtained his Ph.D. in Computer
Science in 2007. At Sapienza he has taught courses
for 4 Master’s programmes (CS, CS Engineering,
Al & Robotics and Data Science), including NLP.
He has been a keynote speaker at more than 30
conferences and workshops, including IJCNLP,
IJCAI-ECAI (early career spotlight), AMLD, Swis-
sText+KONVENS, CLNLP, RANLP, TALN, eLex.
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In 2014, he co-presented a (pre-neural) tutorial on
“Multilingual WSD and Entity Linking” at COL-
ING. In 2016, he co-presented a tutorial on “Seman-
tic Representations of Word Senses and Concepts”
at ACL. He has worked and published with around
200 researchers from all over the world in more
than 200 papers in the area of NLP with a particular
focus on Natural Language Understanding and
multilinguality, attracting 18,000+ citations.

Rexhina Blloshmi is a Machine Learning Scien-
tist at Amazon Alexa Al in Berlin. Her PhD fo-
cused on Semantic Parsing. She contributed in this
field with several publications in Al and NLP con-
ferences (3 EMNLP, 1 IJCAI and 3 AAAI), mainly
on English and Cross-Lingual Abstract Meaning
Representation and Semantic Role Labeling, but
also on novel formalisms such as BabelNet Mean-
ing Representation.

Edoardo Barba is a third-year PhD Student in
NLP at Sapienza University of Rome. His research
is mostly focused on Word Sense Disambiguation.
He contributed to several articles regarding both
state-of-the-art and data efficient systems for WSD
(Barba et al., 2021a) as well as Data Augmenta-
tion techniques for Multilingual WSD (Barba et al.,
2020; Procopio et al., 2021a). Teaching Assistant
in 2020 and 2021 for the NLP course at Sapienza
(taught in English).

Simone Conia is a third-year PhD Student in
NLP at Sapienza University of Rome. His research
revolves around multilingual and cross-lingual se-
mantics, with numerous papers on WSD and SRL
published at * ACL and other top-tier conferences.
Simone is recipient of an Outstanding Paper
Award at NAACL-2021 for his work on cross-
lingual SRL. Teaching Assistant in 2020 and 2021
for the NLP course at Sapienza (taught in English).

8 Ethics & Diversity Statement

We do not foresee any major ethical issue for the
topics covered in this tutorial. We acknowledge
that pretrained language models may show biases
towards some stereotypes, cultures, ethnic and/or
social groups: perpetrating such biases is not in our
intentions. We will cover a variety of languages,
including Arabic, Chinese, English, French, Ger-
man, Italian, Spanish: we hope that our effort can
promote new studies aimed at making lexical and
sentence semantics increasingly more inclusive of
lower-resource languages.
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