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1 Tutorial Description

As natural language technology becomes ever-
present in everyday life, people will expect artificial
agents to understand language use as humans do.
Nevertheless, most advanced neural Al systems
fail at some types of interactions that are trivial
for humans (e.g., ask a smart system “What am [
pointing at?"). One critical aspect of human lan-
guage understanding is situated reasoning, where
inferences make reference to the local context, per-
ceptual surroundings, and contextual groundings
from the interaction. In this cutting-edge tutorial,
we bring to the NLP/CL community a synthesis of
multimodal grounding and meaning representation
techniques with formal and computational models
of embodied reasoning. We will discuss existing
approaches to multimodal language grounding and
meaning representations, discuss the kind of in-
formation each method captures and their relative
suitability to situated reasoning tasks, and demon-
strate how to construct agents that conduct situated
reasoning by embodying a simulated environment.
In doing so, these agents also represent their human
interlocutor(s) within the simulation, and are repre-
sented through their virtual embodiment in the real
world, enabling true bidirectional communication
with a computer using multiple modalities.
“Grounding” in much of the NLP literature in-
volves linking linguistic expressions to informa-
tion expressed in another modality, often images or
video (Yatskar et al., 2016; Li et al., 2019). Exam-
ples include linking semantic roles to entities in an
image, or joint linguistic-visual attention between a
caption and an image or video. Efforts have also fo-
cused on creating common meaning representation
formalisms for linguistic data that are known to be
relatively expressive, easy to annotate, and extensi-
ble to accommodate linguistic diversity, scale, and
support inference, e.g., Copestake et al. (2005); Ba-
narescu et al. (2013); Cooper and Ginzburg (2015);
Pustejovsky et al. (2019); Lai et al. (2021).
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Robust human-computer interactions and
human-robot interactions will require represen-
tations with all these features, that encode the
different modalities in use in such an interaction
and ground them to the shared environment,
enabling bidirectional, symmetric communication,
and shared reference. Central to such situated
meaning is the recognition and interpretation of
gesture in the common ground (Holler and Wilkin,
2009; Alahverdzhieva et al., 2018).

Certain problems in human-to-human commu-
nication cannot be solved without situated reason-
ing, meaning they cannot be adequately addressed
with ungrounded meaning representation or cross-
modal linking of instances alone. Examples in-
clude grounding an object and then reasoning with
it (“Pick up this box. Put it there."), referring to a
previously-established concept or instance that was
never explicitly introduced into the dialogue, un-
derspecification of deixis, and in general, dynamic
updating of context through perceptual, linguistic,
action, or self-announcement. Without both a repre-
sentation framework and mechanism for grounding
references and inferences to the environment, such
problems may well remain out of reach for NLP.

An appropriate representation should accommo-
date both the structure and content of different
modalities, as well as facilitate alignment and bind-
ing across them. However, it must also distinguish
between alignment across channels in a multimodal
dialogue (language, gesture, gaze), and the situated
grounding of an expression to the local environ-
ment, be it objects in a situated context, an image,
or a formal registration in a database. Therefore,
such a meaning representation should also have the
basic facility for situated grounding; i.e., explicit
mention of object and situational state in context.

To date there has been interest in creating mean-
ing representations that capture multimodality,
and in multimodal corpora that capture language
use in a situated environment (e.g., Chen et al.
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(2019)), yet the two have been largely distinct. We
will demonstrate how to bring these together into
grounded meaning representations that capture lan-
guage, gesture, object, and event semantics that can
be used to not only represent situated meaning, but
drive situated reasoning in embodied agents that
occupy a three-dimensional environment.

There have been recent *ACL tutorials on mean-
ing representations (Lopez and Gilroy, 2018; Koller
et al., 2019), on common-sense reasoning (Sap
et al., 2020), and on common ground and mul-
timodality (Alikhani and Stone, 2020). To our
knowledge this is the first time these three areas
have been brought together with situated, grounded
reasoning for an NLP/CL audience.

This tutorial will cover the most pressing prob-
lems in situated reasoning: namely, those requir-
ing both multimodal grounding of expressions, as
well as contextual reasoning with this information.
Three example areas we will cover are:

“Make Me Another” Grounding an underspec-
ified item or concept to previous elements of a
dialogue requires an understanding of both what
is salient in context, and of what elements of that
item or concept are relevant to the situation inhab-
ited by the interlocutors (Schlangen and Skantze,
2011). For example, if someone is cooking a stack
of pancakes for someone else, and the diner says
“make me another,” a human would likely infer a
reference to a single pancake, not the whole stack.
The computational mechanisms for representing
the elements of the environment and making this
inference are richly involved. Addressing this prob-
lem and similar ones is an important part of build-
ing agents that respond to queries and requests in
ways that are situationally appropriate.

Underspecification of Deixis The referent of
a deixis may be ambiguous, though it natu-
rally grounds to an object if one is available
(Alahverdzhieva and Lascarides, 2011). Adding
demonstratives like “this” or “there” naturally se-
lects for objects vs. locations, and we will present
models to capture these joint gesture-language se-
mantics (Alahverdzhieva and Lascarides, 2010).
Even coupling gesture and language may be insuf-
ficient for reasoning. “Pick up this one and put it -
there,” plus deixis, singles out a liftable object in
the embedding space, and a possible ambiguity. If
there refers to a location, then the command can
be fully grounded in space. But, if the referent of
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the deixis is an object, additional reasoning must
be conducted vis-a-vis what part of the object ac-
commodates both the action put and the denotatum
of this one. The many possible interpretations lead
to rich reasoning strategies in situated space.

Dynamic Updating of Context Through An-
nouncement When a participant in a dialogue
sees, says, does, or realizes something new, the
external and/or internal world changes for the par-
ticipants, along with the capabilities for reasoning
over the situation. For example, someone can ver-
bally or gesturally announce an intent or provide
information; perceptually demonstrate that some-
thing is present or absent; visibly act on a request or
command; and personally realize something based
on the current context. Each of these requires situ-
ated grounding and reasoning within those worlds.

1.1 OQutline
This tutorial comprises 4 45-minute parts. 1) We
will first present existing approaches to multimodal
grounding, in the form of cross-modal linking
(Yatskar et al., 2016; Yang et al., 2016; Sadhu
et al., 2021) or linguistic-visual attention (Antol
et al., 2015; Shih et al., 2016; Zhu et al., 2018;
Sood et al., 2020) along with datasets that exist for
this purpose (e.g., Kontogiorgos et al., 2018; Chen
et al., 2019; Shridhar et al., 2020), and 2) common
approaches to structured meaning representation
(Copestake et al., 2005; Banarescu et al., 2013;
Cooper and Ginzburg, 2015). 3) We will describe
the forumation of common ground as a data struc-
ture of the information associated with a state in a
dialogue or discourse (Clark et al., 1983; Stalnaker,
2002), and how it can be used to ground elements
like gestures and situations to meaning representa-
tions (Lascarides and Stone, 2009; Alahverdzhieva
et al., 2018). Each section will focus the material
with regard how the discussed frameworks treat the
grounding and reasoning questions from Sec. 1.
4) Finally we will present some of own work,
including the grounded modeling language VoxML
(Pustejovsky and Krishnaswamy, 2016) and a
demonstration of building agents capable of sit-
uvated reasoning in VoxWorld (Krishnaswamy
and Pustejovsky, 2016; Pustejovsky and Krish-
naswamy, 2021), a platform built on VoxML for
developing embodied agent behaviors. We will
provide a starter scene with an agent who can act
upon the world, and discuss the computational and
modeling considerations that go into developing



distinct types of agents, such as virtual collabora-
tive assistants (Krishnaswamy et al., 2017), mobile
robots (Krajovic et al., 2020; Tellex et al., 2020),
and self-guided exploratory agents (Tan et al., 2019;
Pustejovsky and Krishnaswamy, 2022), comparing
our own framework to others’.

Technical requirements We have no special
hardware requirements for this tutorial except for a
projector or display screen.

Distribution of materials We plan to make all
tutorial materials fully available to the community.

2 Target and Expected Audience

This tutorial will be of interest to both researchers
in meaning representation, and in multimodal NLP
and grounding, particularly those interested in both
theoretical and data-driven approaches to language
grounding and those interested in treating auto-
mated reasoning as more than just a pure machine
learning problem. The diverse approaches to lin-
guistic grounding of situated meaning have also
provoked significant interest from the robotics com-
munity. Given the increased interest in interactive
agents and grounding for robotics at in the *ACL
community, as witnessed by the recent creation
of Language Grounding to Vision, Robotics, and
Beyond tracks at most *ACL venues, this tutorial,
that synthesizes various approaches to situated con-
versation and interaction will be a timely way to
bring these two communities closer. We expect this
tutorial will draw an audience of roughly 30-45.

2.1 Requisite Background

This tutorial will be self-contained. However,
to get the most out of this tutorial, attendees
will want to be familiar with both theoretical and
machine-learning approaches to semantics. Famil-
iarity with common meaning representation frame-
works, such as abstract meaning representation (Ba-
narescu et al., 2013) or minimal recursion seman-
tics (Copestake et al., 2005), is desirable, as is
familiarity with multimodal language and vision
techniques, such as VQA or image captioning (An-
tol et al., 2015; Shih et al., 2016). Participants will
be invited to “code along" for the last part of the tu-
torial if they so desire, for which knowledge of C#
and the Unity game engine will be advantageous
but not prerequisite.

3 Breadth and Reading List

This tutorial draws on a wealth of both theory and
applied research in multimodal semantics, includ-
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ing not only the central meaning representation
work mentioned above (Copestake et al., 2005; Ba-
narescu et al., 2013; Cooper and Ginzburg, 2015;
Pustejovsky et al., 2019), but also gesture semantics
and situated dialogue (Kendon, 2004; Lascarides
and Stone, 2006, 2009; Kelleher and Kruijff, 2006),
and qualitative spatiotemporal reasoning (Freksa,
1991; Forbus et al., 1991; Zimmermann and Freksa,
1996; Cohn and Renz, 2008). We bring these
diverse areas together in the modeling language
VoxML (Pustejovsky and Krishnaswamy, 2016),
and this tutorial will demonstrate how to exploit
the strengths of both meaning representations and
data-driven multimodal methods to create agents
that reason with vision, language, action, and ges-
ture about the environments they inhabit and share
with human beings. Suggested reading is below:

* L. Banarescu, et al. (2013). Abstract meaning
representation for sembanking. In Proceed-
ings of the 7th Linguistic Annotation Work-
shop and Interoperability with Discourse,
pages 178-186. https://aclanthology.
org/W13-2322.pdf

A. Copestake, et al. (2005). Mini-
mal recursion semantics: An introduction.
Research on Language and Computation,
3(2):281-332. https://doi.org/10.1007/
§11168-006-6327-9

R. Cooper and J. Ginzburg. (2015). Type
theory with records for natural language se-
mantics. The Handbook of Contemporary
Semantic Theory, pages 375-407. https:
//doi.org/10.1002/9781118882139.chl2

A. Lascarides and M. Stone. (2009).
A formal semantic analysis of gesture.
Journal of Semantics, 26(4), 393-449.
https://homepages.inf.ed.ac.uk/alex/
papers/gesture_formal.pdf

K. Alahverdzhieva, et al. Aligning speech and
co-speech gesture in a constraint-based gram-
mar.
php/JLM/article/view/167/179

https://jlm.ipipan.waw.pl/index.

The qualitative spatial dynamics of motion
in language. J. Pustejovsky, and J. L.
Moszkowicz. (2011). Spatial Cognition
& Computation 11, no. 1 (2011): 15-
44. nttp://www.cs-135.0rg/wp-content/
uploads/2017/12/SCC-2011.pdf
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* J. Pustejovsky and N. Krishnaswamy (2021).
Situated Meaning in Multimodal Dialogue:
Human-Robot and Human-Computer Interac-
tions, in TAL Volume 61 issue 3, pp 17-41.
https://www.atala.org/sites/default/
files/TAL-61-3-1_Pustejovsky.pdf

J. Pustejovsky and N. Krishnaswamy (2021).
Embodied Human Computer Interaction, Kiin-
stliche Intelligenz, Springer. https://doi.
0rg/10.1007/513218-021-00727-5

4 Instructors

Nikhil Krishnaswamy is Assistant Professor of
Computer Science at Colorado State University
and director of the Situated Grounding and Natural
Language Lab (www.signallab.ai). He re-
ceived his Ph.D. from Brandeis University in 2017.
His primary research is in situated grounding and
natural language semantics, using computational,
formal, and simulation methods to study how lan-
guage works and how humans use it. He is the
co-creator of VoxML. He has taught courses on
machine learning and NLP, previously taught at
EACL 2017 (with J. Pustejovsky), and he will be
co-teaching (also with J. Pustejovsky) at ESSLLI
2022 on multimodal semantics of affordances and
actions. He has routinely received positive feed-
back as an instructor, including “always willing
to engage in in-depth discussions regarding class
material,” “his understanding of the subject matter
is phenomenal,” “my favorite course this semester,”
and “he clearly spends a lot of time making his
lectures engaging.” He has served on the PC for
ACL, EACL, NAACL, EMNLP, AAAI, AACL,
etc. Email: nkrishna@colostate.edu, Website:
https://www.nikhilkrishnaswamy.com.

James Pustejovsky is the TJX Feldberg Chair
in Computer Science at Brandeis University, where
he is also Chair of the Linguistics Program, Chair
of the Computational Linguistics M.S. Program,
and Director of the Lab for Linguistics and Com-
putation. He received his B.S. from MIT and his
Ph.D. from UMass Amherst. He has worked on
computational and lexical semantics for 25 years
and is chief developer of Generative Lexicon The-
ory; the TARSQI platform for temporal reasoning
in language; TimeML and ISO-TimeML, a recently
adopted ISO standard for temporal information in
language; the recently adopted standard ISO-Space,
a specification for spatial information in language;
and the co-creator of the VoxML modeling frame-
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work for linguistic expressions and interactions as
multimodal simulations VoxML (co-created with
N. Krishnaswamy), enables real-time communi-
cation between humans and computers or robots
for joint tasks, utilizing speech, gesture, gaze, and
action. He is currently working with robotics re-
searchers in HRI to allow the VoxML platform to
act as both a dialogue management system as well
as a simulation environment that reveals realtime
epistemic state and perceptual input to a computa-
tional agent. Email: jamesp@brandeis.edu, Web-
site: https://www.pusto.com.

5 Diversity
Situated reasoning and grounding inherently
crosses language boundaries. Language grounding
in English can be compared to language ground-
ing a low-resourced language by way of a situated
model. From a research perspective these are im-
portant questions to answer, to explore how differ-
ent languages represent the same environment or
situation. Therefore situated reasoning is an impor-
tant potential way to broaden the linguistic diversity
of NLP, and we hope the meaning representation
component of this tutorial may inspire broadening
meaning representations to more languages yet.
The instructors are junior and senior faculty, re-
spectively, established in the NLP community. We
actively recruit women and underrepresented mi-
norities to our respective research groups, and plan
to promote this tutorial to an international and di-
verse audience. We are experienced instructors in a
hybrid format, and we will accommodate and pro-
mote remote attendance to broaden participation.

6 Ethics Statement

Computational agents that reason situationally nec-
essarily require sight and hearing, and come with
concomitant ethical issues regarding computer vi-
sion and speech recognition. In the course of this
tutorial, we will discuss many of the considerations
surrounding user privacy and storing user data (or,
in the case of our own research, explicitly not do-
ing that (Wang et al., 2017)). We will also discuss
adapting speech recognition models to user diver-
sity as part of the multimodal grounding section
(Krishnaswamy and Alalyani, 2021).

Real-time, situated reasoning requires smaller,
lightweight models. While we use large models
where necessary, our use of meaning representa-
tions to guide search within multimodal grounding
tasks provides a way to accomplish this task with
less computational overhead and resource use.
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