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Message from the General Chairs

Welcome to the AACL-IJCNLP 2022 Student Research Workshop (SRW)!

The AACL-IJCNLP 2022 SRW is held in conjunction with the 2nd Conference of the Asia-Pacific
Chapter of the Association for Computational Linguistics (AACL) and the 12th International Joint
Conference on Natural Language Processing conference (IJCNLP).

The AACL-IJCNLP 2022 SRW provides a forum for student researchers who are investigating various
areas related to Computational Linguistics and Natural Language Processing. The workshop provides
an excellent opportunity for student participants to present their work and receive valuable feedback
from the international research community as well as from selected panelists - experienced researchers,
specifically assigned according to the topic of their work, who will prepare in-depth comments and
questions in advance of the presentation. The workshop’s goal is to aid students at multiple stages of
their education: including undergraduate, master’s, junior, and senior PhD students.

This year’s submissions were organized into three different categories. Two of the three categories are
general research papers and thesis proposals, following the tradition established by the previous SRWs:

• General research papers: Papers in this category can describe completed work, or work in
progress with preliminary results. For these papers, the first author must be a current graduate
or undergraduate student.

• Thesis proposals: This category is appropriate for advanced students who have decided on a thesis
topic and wish to get feedback on their proposal and broader ideas for their continuing work.

In this year’s workshop, we also introduced a special theme category, Human-Centered NLP:

• The rising prevalence of living along with artificial intelligence has brought lots of benefits
to people’s daily life. However, it also poses a challenge of building reliable, explainable,
and empathic tools to provide better service, from essential natural language applications (e.g.,
machine translation, and text classification) to mental support. Especially during the current
pandemic, people are more likely to feel alone and rely upon technology. This, together with
the advances in the field of Natural Language Processing, has motivated the exploration of human-
centered technology. In this special theme, we invite submissions that address diverse human-
centered questions, particularly encouraging bringing together perspectives and methods from
NLP and affective computing to improve individuals’ lives physically and mentally. Topics of
interest include ( but are not limited to): (1) affective systems to understand human emotion and
respond to their emotional feedback; (2) sentiment analysis in social media, e-commerce data,
etc.; (3) human factors in the NLP evaluation system; (4) reliable and explainable NLP models;
(5) ethics in NLP, including debiasing, detoxification, etc.

We received a total of 40 submissions: 38 general research papers, 1 thesis proposal, and 1 human-
centered NLP paper. We accepted 14 general research papers, one thesis proposal, and one human-
centered NLP paper, resulting in an overall acceptance rate of 40%. The decision-making process
was competitive, but we were delighted that all accepted submissions have great creativity and make
contributions to their fields. The accepted submissions are diverse not only in topics but also in terms
of student demographics. In addition to the accepted ones, we wish each author of every submission the
best of luck in their future endeavors.

Following previous SRWs, we also provided the pre-submission mentoring program for participants.
The mentoring program offers students the opportunity to get feedback by a mentor prior to submitting
their work for review. 12 papers participated in the pre-submission mentoring program. We would like
to thank the 12 pre-submission mentors that spend their time and effort to help improve the work of the
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student authors. We would also like to thank all members of the program committee for their in-depth,
detailed review and constructive suggestions for each submission. We are especially grateful to all the
emergency reviewers who provide timely support and submit their high-quality feedback. Carrying on
the practice of the AACL-IJCNLP 2020 SRW, we also include an SRW Keynote and an SRW Best Paper
Award in this workshop.

Preparing a workshop is never an easy business. Many thanks to our faculty advisors, Sebastian Ruder
and Xiaojun Wan, who provided enormous help and inspiring suggestions through the preparation of
this workshop. Special thanks to Boaz Shmueli and Yin Jou Huang, the co-chairs of the AACL-IJCNLP
2020 SRW, who shared their invaluable experience in preparing the workshop. We are also grateful to
Yulan He for her constant and timely support. A huge shout out to Yanran Li, who agreed to give the
SRW keynote. We sincerely appreciate all of the organizers of the AACL-IJCNLP conference for their
effort. And of course, we would like to thank all the student authors and participants who submitted their
work to the workshop. This workshop cannot be successful without any of them.

We hope you enjoy the AACL-IJCNLP 2022 SRW!
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Abstract

We propose a method for personalized emo-
tional intensity estimation based on a writer’s
personality test for Japanese text. Existing emo-
tion analysis models are difficult to accurately
estimate the writer’s subjective emotions be-
hind the text. We personalize the emotion anal-
ysis using not only the text but also the writer’s
personality information. Experimental results
show that personality information improves the
performance of emotional intensity estimation.
Furthermore, a hybrid model combining the ex-
isting personalized method with ours achieved
state-of-the-art performance.

1 Introduction

Emotional intensity estimation (Strapparava and
Mihalcea, 2007; Bostan et al., 2020; Kajiwara et al.,
2021) is one of the major challenges in the natural
language processing community with many appli-
cations in dialogue systems (Tokuhisa et al., 2008)
and social media mining (Stieglitz and Dang-Xuan,
2013). Emotional intensity estimation predicts the
(often discretized) intensities of finer-grained emo-
tions, such as Ekman’s basic emotions, i.e., joy,
sadness, surprise, anger, fear, and disgust (Ekman,
1992) and Plutchik’s basic emotions, i.e., joy, sad-
ness, expectation, surprise, anger, fear, disgust,
and trust (Plutchik, 1980).

WRIME1 (Kajiwara et al., 2021; Suzuki et al.,
2022) is a corpus from Social Networking Service
(SNS) text in Japanese for emotional intensity es-
timation. As exemplified in Table 1, the corpus
adopts Plutchik’s basic emotions from both the
writers’ (subjective) and the readers’ (objective)
points of view. Their experimental results showed
that estimating subjective emotion is more difficult
than objective emotion. This fact renders an addi-
tional challenge to subjective emotional intensity
estimation. That is, there can be a latent factor that

1https://github.com/ids-cv/wrime

Personality Encoder

Personality Embedding

Personality Test SNS Posts

Text Encoder

Text Embedding

Writer-specific Text Embedding

Emotional intensity (four-classes)

Writer

Personality Stream Text Stream

Linear Layer

Figure 1: An overview of the proposed method.

modulates the superficial emotion perceived from
the text per se.

A straightforward hypothesis to explain the dif-
ference is that the writer’s personality affects their
writing. This hypothesis seems plausible as the
same text can have different meanings depending
on who wrote it, the contexts such as the writer’s
preceding SNS text and the circumstance the writer
is in, etc; the writer’s personality can influence all
these aspects and can alter how they author text.

This hypothesis inspires us to design a model
specialized for subjective emotion. The model uses
the personality test result of each writer, which
is fortunately included in the corpus. Specifi-
cally, given the personality test result, which is
answers to 60 questions (Saito et al., 2001) based
on the Big Five personality five-factor model (Gold-
berg, 1992), we embed 60 answers into a high-
dimensional feature vector. Our model, shown in
Figure 1 combines feature vectors from the SNS
text and the personality to improve the estimation
performance.
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I often have expectations for people I meet in real life, not on the web,
and am a little disappointed due to overly high expectations. What should I do?

Joy Sadness Anticipation Surprise Anger Fear Disgust Trust

Subjective 0 3 0 0 0 0 0 0
Objective A 0 1 0 0 0 0 1 0
Objective B 0 1 2 0 0 0 0 0
Objective C 0 2 0 0 0 0 0 0
BERT 0 1 1 0 0 0 3 0

+ Personality 0 3 0 0 0 0 0 0

Why can’t people who work hard be rewarded for their efforts? It’s so frustrating.

Joy Sadness Anticipation Surprise Anger Fear Disgust Trust

Subjective 0 3 0 0 2 0 1 0
Objective A 0 2 0 0 0 2 2 0
Objective B 0 2 0 0 0 0 3 0
Objective C 0 3 0 0 0 0 0 0
BERT 0 3 0 0 0 0 0 0

+ Personality 0 3 0 0 2 0 3 0

Table 1: The upper rows of each table show examples of emotional intensity labels, consisting of subjective and
objective ones, where three annotators (A–C) were invited for this sample (0: none, 1: weak, 2: medium, 3: strong).
The lower part of each table shows the prediction results of the baseline model and our method.

Experimental results on the WRIME corpus
show that our model performs better than both Bag-
of-Words (BoW) and BERT (Devlin et al., 2019)
baselines without personality information, which
suggests the advantage of using writers’ personal-
ity information for subjective emotional intensity
estimation. Furthermore, a hybrid model combin-
ing the existing personalized method (Milkowski
et al., 2021) with ours achieved state-of-the-art per-
formance in emotional intensity estimation. The
performance is on par with the performance of our
human annotators.

2 Related Work

Human emotions are subjective and have personal
biases depending on many factors such as the
first language, age, education (Wich et al., 2020;
Al Kuwatly et al., 2020), gender (Bolukbasi et al.,
2016; Tatman, 2017), race (Sap et al., 2019; David-
son et al., 2019), and personality (Kajiwara et al.,
2021). Due to the nature of such personal biases,
writers may express different emotions even if they
wrote the same text (Milkowski et al., 2021; Ngo
et al., 2022). Taking into account the emotional
differences between writers is important for a high-
quality emotional analysis.

Personalized emotion analysis has been studied
in recent years. Milkowski et al. (2021) person-
alized the emotion analysis by focusing on the la-
beling variation among annotators. They proposed
Personal Emotional Bias (PEB) as a measure of la-
beling variation and showed that such user-specific
information contributes to emotional intensity es-
timation. Kajiwara et al. (2021) personalized the
emotion analysis by focusing on the personality
of the text writer. They considered personality in-
formation based on the Big Five personality five-
factor model (Goldberg, 1992) in a simple way
(concatenation or attention) and showed that such
user-specific information contributes to emotional
intensity estimation. This study advances the latter
approach and proposes a more effective method to
model personality information for this task.

3 Methods

As argued in Section 1, we hypothesize that the
writer’s personality influences how they express
themselves. We thus propose to leverage the per-
sonality of the writer as auxiliary information, espe-
cially for subjective emotional intensity estimation.

Figure 1 shows the overall structure of our model,
which consists of the text stream and personality
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stream, fused together for estimating personality-
aware emotional intensities. The text stream is the
feature extractor of a basic emotional intensity esti-
mation model, and the personality stream can also
be seen as the feature extractor of regression model,
trained to predict individual personality traits of the
Big Five taxonomy (Goldberg, 1992).

3.1 Text Stream
Our text stream is a part of simple BERT pre-
trained model (Devlin et al., 2019)-based emotional
intensity classifiers. The 768-dimensional feature
vector ht corresponding to [CLS] token is fed into
a linear classifier for each emotion to predict one
of the four-level intensities of the emotion (as in
Table 1). We use ht as text features.

3.2 Personality Stream
The WRIME (Kajiwara et al., 2021; Suzuki et al.,
2022) corpus provides a personality assessment
result for each writer during the curation process.
This personality assessment is based on the Big
Five model (Goldberg, 1992), and our writers were
asked to answer 60 questions related to talkative-
ness, anxiousness, etc. (Saito et al., 2001) over a
seven-point scale. The answers are collectively
mapped into continuous likeliness values (Big Five
Scales) of the writer having the five personality
traits (i.e. extraversion, neuroticism, openness, con-
scientiousness, and agreeableness).

For embedding a writer’s personality in a feature
vector, we mimic the process of computing the like-
liness values from the 60 answers using a 3-layer
multilayer perceptron with a 60-dimensional input
layer and a 5-dimensional output layer, as shown
in Figure 2. The middle layer’s dimensionality is
768, which is the same as the output of BERT. We
use the middle layer as personality feature hp.

3.3 Fusion of Text and Personality Streams
The feature vectors ht and hp are fused for
personality-aware emotional intensity estimation,
where the dimensionalities of the feature vectors
are both d = 768. We exploratively evaluate the
following four approaches for fusion.

1. Difference uses hdiff = |ht − hp| as a fused
vector. This approach retains the dimensional-
ity of the fused vector h.

2. Product applies the element-wise multiplica-
tion hprod = ht ⊙ hp. This approach retains
the dimensionality of the fused vector h.

Extraversion
Neuroticism
Openness
Conscientiousness
Agreeableness

Talkative

Anxious

Friendly

Rebellious

768 dim.

5 dim.
60 dim.

Figure 2: Mapping from 60 answers to Big Five person-
ality traits.

3. Concatenation is given by hconc = [ht,hp],
where [·, ·] is the operator for concatenation.
This approach doubles the fused vector’s di-
mensionality.

4. All concatenate all these fused vectors, i.e.,
hall = [hdiff,hprod,hconc]. This approach re-
sults in a 4d-dimensional fused vector.

For fusion approach f ∈ {diff, prod, conc, all},
emotional intensity is estimated by

ye = softmax(Wehf + be), (1)

where ye ∈ [0, 1]4 is the confidences of four in-
tensity levels for emotion e in Plutchik’s basic
emotions (Plutchik, 1980), and We ∈ R4×Df and
be ∈ R4 are parameters of the classifier for emo-
tion e (Df is size of fused vector for approach f ).

4 Experiments

Using WRIME (Kajiwara et al., 2021; Suzuki et al.,
2022), a corpus for estimating the emotion analysis
in Japanese, we conduct an experiment to evaluate
a four-class (i.e. none, weak, medium, and strong)
classification of writers’ emotional intensity.

4.1 Setting
4.1.1 Dataset
For a fair comparison with the previous
work (Milkowski et al., 2021), we first split
35,000 SNS posts by 60 writers into two parts:
One is for training/evaluating the models, while
the other is for computing the user representation
in PEB. Following Milkowski et al. (2021), the
latter part thus contains past 15% of SNS posts
authored by each writer. The former is further
split into training, validation, and evaluation
sets. The training, validation, and evaluation
sets respectively contain 25,500 posts from 40
writers, 2,125 posts from 10 writers, and 2,125
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Joy Sadness Anticipation Surprise Anger Fear Disgust Trust Overall

BoW 0.307 0.181 0.151 0.132 0.165 0.145 0.178 0.080 0.227
+ Difference 0.313 0.206 0.164 0.144 0.151 0.117 0.168 0.108 0.229
+ Product 0.293 0.233 0.139 0.145 0.164 0.154 0.200 0.037 0.231
+ Concat 0.294 0.217 0.148 0.120 0.144 0.145 0.188 0.101 0.236
+ All 0.300 0.231 0.169 0.111 0.167 0.108 0.178 0.097 0.230
+ Pc 0.293 0.193 0.153 0.121 0.135 0.153 0.151 0.066 0.219
+ Pa 0.310 0.192 0.130 0.121 0.138 0.093 0.180 0.067 0.213
+ PEB 0.329 0.292 0.207 0.198 0.147 0.174 0.181 0.142 0.260

+ Personality (All) 0.336 0.312 0.199 0.200 0.147 0.185 0.249 0.115 0.281

BERT 0.551 0.419 0.352 0.341 0.375 0.302 0.431 0.206 0.437
+ Difference 0.559 0.444 0.368 0.336 0.381 0.313 0.410 0.225 0.440
+ Product 0.573 0.468 0.363 0.351 0.384 0.311 0.439 0.240 0.459
+ Concat 0.558 0.453 0.332 0.331 0.359 0.303 0.433 0.222 0.444
+ All 0.573 0.476 0.373 0.345 0.404 0.328 0.425 0.153 0.454
+ Pc 0.564 0.443 0.377 0.310 0.358 0.290 0.403 0.243 0.438
+ Pa 0.560 0.430 0.359 0.322 0.392 0.284 0.413 0.206 0.429
+ PEB 0.576 0.455 0.377 0.336 0.421 0.327 0.429 0.198 0.451

+ Personality (All) 0.588 0.469 0.389 0.343 0.394 0.311 0.451 0.214 0.462

Annotator 1 0.622 0.461 0.423 0.348 0.363 0.333 0.394 0.089 0.439
Annotator 2 0.633 0.526 0.432 0.339 0.386 0.361 0.442 0.153 0.465
Annotator 3 0.624 0.450 0.459 0.396 0.374 0.380 0.467 0.134 0.463

Table 2: Quadratic weighted kappa of the writer’s subjective emotional intensity estimation.

posts from 10 writers. We employ quadratic
weighted kappa2 (Cohen, 1968) as our evaluation
metric, which assesses the agreement between
the estimated and correct labels, considering the
ordinal nature of our labels.

4.1.2 Implementation Details
For the text steam, we evaluated the two models.

• BoW extracts bag-of-words from a post and
estimates emotional intensity by linear regres-
sion model. MeCab (IPADIC-2.7.0)3 (Kudo
et al., 2004) is used for word segmentation.

• BERT is a Japanese BERT4 (Devlin et al.,
2019) with a structure of 12 layers, 12 atten-
tion heads, and 768 dimensions, pre-trained
with mask language modeling objectives on
86 million Japanese Twitter posts.

The BoW model is implemented using scikit-
learn5 (Pedregosa et al., 2011). The HuggingFace

2https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.cohen_
kappa_score.html

3https://taku910.github.io/mecab/
4https://github.com/hottolink/

hottoSNS-bert
5https://scikit-learn.org/

Transformers (Wolf et al., 2020) is used to imple-
ment the BERT model. BERT is fine-tuned using
the cross entropy loss with the batch size of 32
posts and the dropout rate of 0.1. The learning rate
is set to 2e-5 with the Adam optimizer (Kingma and
Ba, 2015). Early stopping is used for training and
training stops when the metric (quadratic weighted
kappa) of the validation set does not improve for 3
epochs. For linear regressor of the BoW model is
trained with the learning rate of 0.01.

Both BoW and BERT models are coupled with
writers’ personality features in Section 3.2 by the
four fusion approaches. For this personality embed-
ding, the multilayer perceptron shown in Figure 2
with sigmoid activation is trained for 1,000 epochs
with the SGD optimizer and the mean squared error
loss.

4.1.3 Comparative Methods
We compare the following three existing methods
with the proposed method.

• Pc (Kajiwara et al., 2021) uses hc =
Wc[u,v] as a feature vector, where v is a
768-dimensional textual representation corre-
sponding to the [CLS] token of BERT and u
is a 786-dimensional personality representa-
tion computed by a linear mapping from the
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5-dimensional Big Five personality traits. We
use Equation (1) as classifier with replacing
hf with hc.

• Pa (Kajiwara et al., 2021) employs the scaled
dot-product attention (Vaswani et al., 2017)
as ha = attention(WQu,WKv,W V v) for
feature extraction, so that textual represen-
tation corresponding to the [CLS] token of
BERT can be weighted based on the writer’s
personality. Emotional intensity estimation is
done in the same way as Pc but with ha.

• PEB (Milkowski et al., 2021) extracts fea-
tures by hPEB = WPEB[z,v

′], where v′ is a
textual representation given by linearly trans-
forming v into a 50-dimensional vector and z
is a user representation given by linear trans-
formation of a 8-dimensional vector represent-
ing annotation bias for each emotion into a
50-dimensional vector. Again, Equation (1) is
used with hPEB for emotional estimation.

4.2 Results

Table 2 shows the experimental results. The scores
are the average of quadratic weighted kappa values
over three training runs, where we trained the mod-
els five times with different parameter initialization
and excluded the maximum and minimum kappa
values. The table is divided into three blocks: The
top two are for the emotional intensity estimation
models, while the bottom block shows the human
performance of three annotators in the WRIME
corpus (Kajiwara et al., 2021; Suzuki et al., 2022).
Note that these annotators do not know the writer’s
personality or past posts.

Compared to the BoW model, the BERT model
consistently achieves higher performance. This is
a reasonable result for two reasons: feature extrac-
tion with BoW cannot take context into account,
and BoW does not have the benefit of a large-scale
corpus such as the one used for pre-training BERT.

The proposed methods showed improvement in
many emotions compared to the baseline model,
which does not take the writer’s personality into
account. Our Difference method improved perfor-
mance on five out of eight emotions for BoW and
on six emotions for BERT. Our Product method
improved performance on half of the eight emo-
tions for BoW and consistently improved perfor-
mance on all emotions for BERT. While our Concat
method only improved performance on three out

of eight emotions for BoW, it improved on five
emotions for BERT. Our All method improved per-
formance on half of the eight emotions for BoW
and on six emotions for BERT. Furthermore, the
proposed methods consistently improved perfor-
mance in the overall evaluation. These experimen-
tal results confirm the effectiveness of the proposed
methods for estimating subjective emotional inten-
sity with the writer’s personality information.

Next, we discuss the results of a comparison
of the proposed and existing methods. The exist-
ing methods for Pc and Pa (Kajiwara et al., 2021)
did not show significant improvement from each
baseline model in the overall evaluation in this ex-
perimental setting. Although these existing meth-
ods utilize the writer’s personality similar to our
method, they differ in the method for feature extrac-
tion from the personality information. In contrast,
our methods consistently improved performance in
the overall evaluation.

Another existing method, PEB (Milkowski et al.,
2021), achieves higher performance than our meth-
ods for BoW and comparable performance to our
methods for BERT in the overall evaluation. Be-
cause our method, which takes into account the
personality of the writer, and PEB, which takes
into account labeling variations, take different ap-
proaches to personalize emotional intensity esti-
mation, we can expect synergies from their com-
bination. The bottom methods in Table 2, using
hhybrid = [hdiff,hprod,hconc,hPEB] instead of hf ,
achieved the best performance for both BoW and
BERT models in the overall evaluation. Further-
more, BERT with both writer’s personality and
PEB achieved performance comparable to the hu-
man annotators in the overall evaluation. These
experimental results demonstrate the usefulness
of personality information in emotional intensity
estimation and the effectiveness of our feature ex-
traction method from the personality test.

The bottom row of each table in Table 1 shows
examples of output from our model. By taking into
account the personality of the writer, we succeeded
in emphasizing the emotional intensity of sadness
in the upper example and anger in the lower ex-
ample, respectively. In the personality test, these
writers answered strongly to the questions “pes-
simistic” and “irascible,” respectively.
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5 Conclusions

To improve the performance of estimating subjec-
tive emotional intensity by writers, we propose an
emotional intensity estimation model that takes into
account the writer’s personality information. In the
proposed method, we first extracted feature rep-
resentations from the results of a personality test
based on the Big Five personality five-factor model.
Then, we fused that personality features with tex-
tual features from BoW or BERT to personalize
the emotional intensity estimation. Experimental
results on subjective emotional intensity estimation
in Japanese SNS text reveal the effectiveness of
the proposed methods in taking into account the
personality of the writer.

Currently, our method requires writers to answer
a 60-item personality test. Therefore, our future
work includes studying methods for estimating the
writer’s personality from their past posts, and how
to combine them with the present method.
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Abstract

Automation of dialogue system evaluation is
a driving force for the efficient development
of dialogue systems. This paper introduces
the bipartite-play method, a dialogue collec-
tion method for automating dialogue system
evaluation. It addresses the limitations of exist-
ing dialogue collection methods: (i) inability
to compare with systems that are not publicly
available, and (ii) vulnerability to cheating by
intentionally selecting systems to be compared.
Experimental results show that the automatic
evaluation using the bipartite-play method mit-
igates these two drawbacks and correlates as
strongly with human subjectivity as existing
methods.

1 Introduction

The performance evaluation of dialogue systems is
a crucial and challenging research topic for the dia-
logue research community. The community recom-
mends human evaluation as the primary evaluation
method, which is the gold standard but is time-
consuming and costly. Moreover, reproducing the
evaluation results is mostly impractical due to the
unavailability of maintaining identical evaluators or
identical evaluation conditions. Human evaluation
is therefore unsuitable for evaluating daily updates
of developing dialogue systems or comparing sys-
tems with non-public ones. Thus, constructing a
better automatic evaluation method, which is both
highly reproducible and low cost, is desirable. In
particular, automating interactive evaluation, not
static evaluation such as BLEU (Papineni et al.,
2002), is attracting an increasing interest as static
evaluation cannot capture diverse aspects of dia-
logue systems (Ghandeharioun et al., 2019).

An interactive evaluation framework consists of
two phases: first, collecting the dialogues in which
the systems to be evaluated (hereinafter called eval-
uation targets) talk to others (hereinafter called dia-

*Both authors contributed equally to this paper.

Figure 1: Dialogue collection methods. Here, the eval-
uation targets are System A, B, and C. (a) Self-play
collects dialogues by talking to themselves (e.g., A-A
and B-B). (b) All-play-all collects dialogues with other
evaluation targets (e.g., A-B and A-C). (c) Our bipartite-
play collects dialogues with fixed dialogue partners sep-
arated from the evaluation targets (e.g., A-α and A-β).

logue partners), then rating evaluation targets based
on the quality of their utterances in the collected
dialogues. Regarding the collecting (i.e., automat-
ing dialogue partners), self-play and all-play-all
(Figure 1 (a) and (b)) are the current promising
methods; All-play-all collects dialogues among
multiple evaluation targets, while self-play collects
dialogues with itself. Recently, Yang et al. (2022)
have reported that all-play-all correlates with hu-
man evaluation strongly. However, all-play-all is
not perfect and has at least two potential drawbacks:
(i) the difficulty of comparison with publicly inac-
cessible systems and (ii) the vulnerability to cheat-
ing by choice of evaluation targets, i.e., with whom
the evaluation target will talk (Section 3).

This paper addresses the above two drawbacks
of the all-play-all method while maintaining the
all-play-all method’s high correlation with human
rating. Specifically, we propose the bipartite-play
method, i.e., fixing and sharing a set of dialogue
partners across studies as shown in Figure 1 (c)
instead of assigning other evaluation targets as part-
ners as shown in Figure 1 (b) (Section 4). The
bipartite-play method offers (i) a fair comparison
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with publicly inaccessible systems as long as its
developers use our method and (ii) prevention of
cheating by an intentional choice of evaluation
targets. Our experiments show that the bipartite-
play method strongly correlates with humans as the
all-play-all method while preventing the potential
drawbacks in the all-play-all method.

2 Related Work

2.1 Automatic dialogue collection

Self-play. The self-play method collects dia-
logues where evaluation targets talk to themselves,
i.e., i× 1× j dialogues in which collecting j dia-
logues for each of i evaluation targets. This method
is cost-effective for interactive dialogue system
evaluation since it does not require human inter-
actions (Ghandeharioun et al., 2019; Deriu and
Cieliebak, 2019). However, since there are few
dialogue partners, it does not fully expose the char-
acteristics of evaluation targets (Yang et al., 2022).

All-play-all. The all-play-all method collects di-
alogues between multiple evaluation targets, i.e.,
i×(i−1)×j dialogues when collecting j dialogues
for each of i evaluation targets (considering speaker
order). This method also requires no human inter-
actions. Compared to the self-play method, the
all-play-all method’s dialogue partners are more
diverse since it collects dialogues with other evalu-
ation targets that result in various dialogues (Deriu
et al., 2020; Yang et al., 2022). Additionally, di-
rect interactions with evaluation targets make them
easy to compare. Yang et al. (2022) experimentally
showed that the evaluation using the all-play-all
method correlates with human evaluation stronger
than the self-play method.

2.2 Automatic dialogue rating

Compared with methods relying on reference
responses (e.g., BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), METEOR (Lavie and Agar-
wal, 2007), Greedy Matching (Rus and Lintean,
2012), Vector Extrema (Forgues et al., 2014),
and ADEM (Lowe et al., 2017)), reference-free
methods, such as USR (Mehri and Eskenazi,
2020b), GPT-2 based evaluation (Pang et al., 2020),
FED (Mehri and Eskenazi, 2020a), and DynaE-
val (Zhang et al., 2021), have attracted greater in-
terest from the research community. For example,
FED allows fine-grained practical evaluation of the
system utterances without high-cost preparation,

such as training an evaluation model; it assesses
system utterances for given dimensions, such as
Fluency and Specificity, by guessing whether posi-
tive or negative responses are valid to the system
utterance in terms of language model score (see
Section 5.1). We also focus on reference-free eval-
uation, especially the FED metric, to automate the
rating part of the interactive evaluation, as prepar-
ing references for automatically collected dialogues
is impractical.

3 Limitations of All-play-all Method

The all-play-all method enables effective dialogue
collection for system comparison, as described in
Section 2. However, we point out that the current
all-play-all method cannot handle the following
two cases: First, when the group of evaluation
targets includes unavailable systems. Since all-
play-all requires the collection of dialogues with
all evaluation targets, it is impossible to compare
systems that are not released or that cannot be run
by many researchers due to such computational re-
sources. Second, when one attempts to boost their
system’s performance by deploying an unfair eval-
uation setting. Our experiments (Section 6) reveal
that one can intentionally improve the automatic
evaluation results of desired systems by choosing
evaluation targets to be compared when using the
all-play-all method. If these potential drawbacks
can be overcome, existing automated evaluation
methods could be enhanced to be more versatile
and practical.

4 Proposed Method: Bipartite-play

We introduce a new automatic dialogue collection
method, called bipartite-play method, which up-
dates the two aforementioned limitations.

Evaluation targets vs fixed dialogue partners.
Considering the two drawbacks of the all-play-all
method (Section 3), we propose fixing and sharing
a set of publicly accessible systems as dialogue
partners rather than assigning other evaluation tar-
gets as partners. Our idea is that even if evaluation
targets do not talk to each other directly, dialogues
in which evaluation targets talk to the same (shared)
partners should be effective for system comparison.
In this setting, the diversity of dialogue partners
can be maintained by ensuring the diversity of pre-
determined dialogue partners set. Sharing a set
of dialogue partners allows a fair comparison with
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publicly inaccessible systems as long as its develop-
ers use our method. Furthermore, predetermining
a set of dialogue partners prevents cheating by an
intentional choice of evaluation targets.

Bipartite-play dialogue collection. Given i eval-
uation targets, the bipartite-play method collects
i × k × j dialogues by having evaluation targets
interact j times with each of the k various dialogue
partners predetermined for evaluation.

5 Bipartite-play based Evaluation
Framework

Subsequently, we introduce bipartite-play to the
interactive dialogue evaluation framework. We
combine the dialogue collection based on the
bipartite-play method with FED (Mehri and Es-
kenazi, 2020a), which is one of the modern and
effective dialogue rating methods.

5.1 System evaluation procedure
Based on the m collected dialogues by the bipartite-
play method, We assess an evaluation target for a
dimension v. Specifically, we first evaluate the
performance for v in a dialogue using the average
score of the system’s utterances. We then deter-
mine the system’s whole performance for v using
the average score of m dialogues. We compute
the system utterances score using FED. This rating
method evaluates the system’s utterances for v by
guessing whether positive or negative responses
for v are valid in terms of the language model as
a response to the system’s utterance. The validity
of each positive and negative response is automati-
cally evaluated using a large-scale dialogue system.
The evaluation value of v of the evaluation target’s
utterance r for a context c is calculated as follows:

∑

p∈Pv

D(c+ r, p; θ)−
∑

n∈Nv

D(c+ r, n; θ), (1)

where Pv and Nv are the set of positive and neg-
ative responses for v, respectively. D(c, ·; θ) is a
function that calculates the probability of gener-
ating a response to c using a large-scale dialogue
system with parameters θ.

5.2 Preliminary experiment
We assess evaluation targets based on dimensions
frequently deployed in recent research (Deriu et al.,
2020; Adiwardana et al., 2020): Fluency, Speci-
ficity, and Sensibleness, additionally Overall. The
applicability of FED to these dimensions is unclear

Dimension FED w/o neg w/o pos

Fluency 0.121 −0.145 0.171
Specificity −0.022 −0.364 0.340
Sensibleness 0.370 - 0.370
Overall 0.329 −0.367 0.386

Table 1: Spearman’s rank correlation coefficients of the
FED with human evaluation. “w/o pos” and “w/o neg”
are the FED evaluations calculated without positive and
negative responses respectively. “w/o neg” for Sensible-
ness is a missing value.

as Mehri and Eskenazi (2020a) cover only some
of these dimensions. Therefore, as a preliminary
experiment, we determine whether the FED evalu-
ation for these dimensions correlates with humans.

Dataset. We created the dataset by collecting di-
alogues between the dialogue system and humans,
then annotating the collected dialogues with a hu-
man evaluation score. Crowdsourcing1 was em-
ployed in two processes. First, we collected dia-
logues between the 11 systems deployed as evalu-
ation targets for the experiments in Section 6 and
humans. We obtained 50 dialogues for each sys-
tem, for 550 dialogues in total.2 We then asked five
workers to evaluate each collected dialogue with a
five-point Likert scale for the question about each
of the four dimensions.3

FED evaluation settings. We used the positive
and negative responses manually created by Mehri
and Eskenazi (2020a), and our additional responses
for the FED evaluation. Also, we used Blender 9B
from ParlAI (Miller et al., 2017) as a large-scale
dialogue system to calculate FED scores. We used
the four dimensions for which human evaluation
scores were annotated in the constructed dataset.

Results of FED evaluation. Table 1 shows Spear-
man’s rank correlation coefficients between the
FED and human evaluation results. We found
that the FED evaluation using only the negative
response correlates to some extent with human
evaluation. Although Mehri and Eskenazi (2020a)
proposed a method using positive and negative re-
sponses, we use only negative responses in subse-
quent experiments based on these results. Also, we

1https://www.mturk.com/
2Starts with the human’s Hi! and continues for six turns.
3We asked workers Are Bot’s responses fluent and gram-

matically correct? (Fluency), Are Bot’s responses specific and
explicit in the given context? (Specificity), Are Bot’s responses
sensible? (Sensibleness), and Is the overall impression of the
chatbot good? (Overall), and they answered from Strongly
disagree (score 1) to Strongly agree (score 5).
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Evaluation targets: Tfm-3B-Rdt-Bsm, Tfm-3B-Rdt-Msc, Tfm-3B-R2c-Bsm, Tfm-3B-Rdt-Lgu, GPT-345M-Wtx-Rdt,
Tfm-89M-Ddc-Nft, Tfm-89M-Ddc-Crm, Tfm-89M-Ddc-Ddg, Tfm-89M-Ddc-Rdt, Tfm-89M-Ddc-Twt, PEn-256M-Rdt-Bst

Partner systems: Tfm-3B-Rdt-Slf, Tfm-3B-Rdt-Lgt, Tfm-3B-Rdt-Img, Tfm-3B-Rdt-Sfr, Tfm-1B-Rdt-Bsm, GPT-117M-
Wtx-Rdt, GPT-762M-Wtx-Rdt, Tfm-406M-Rdt-Bsm, Tfm-406M-R2c-Bsm, Brt-406M-Rbt-Woi, Trm-89M-Ddc-Wow, Trm-
89M-Ddc-Lgt, Trm-89M-Ddc-Emp, Trm-89M-Ddc-Cv2, Trm-89M-Rdt-Wow, Trm-89M-Rdt-Cv2, Trm-88M-Rdt-Bst, Trm-
88M-Rdt-Cv2, PEn-256M-Rdt-Cv2, PEn-256M-Rdt-Emp, PEn-256M-Rdt-Wow, PEn-256M-Rdt-All, PEn-256M-Rdt-Bsm,
B+F-256M-Rbt-Wow

∗Tfm: Transformer (Vaswani et al., 2017). GPT: DialoGPT (Zhang et al., 2020). PEn: PolyEncoder (Humeau et al., 2020). Brt: Bart (Lewis et al., 2020). B+F:
FiD (Izacard and Grave, 2021) with Brt. Rdt: Pushshift Reddit Dataset (Baumgartner et al., 2020). R2c: R2C2 dataset (Shuster et al., 2022). Wtx: WebText dataset
(Radford et al., 2019). Ddc: DodecaDialogue dataset (Shuster et al., 2020b). Rbt: Training dataset of RoBERTa (Liu et al., 2019). Bsm: Smith et al. (2020)’s
multi-task dataset. Msc: Multi-Session Chat dataset (Xu et al., 2022). Lgu: LIGHT dataset (Urbanek et al., 2019) for unlikelihood training. Nft: No finetune.
Crm: Cornell Movie-Dialogs Corpus (Danescu-Niculescu-Mizil and Lee, 2011). Ddg: DailyDialog dataset (Li et al., 2017). Twt: Tweets collected by Shuster
et al. (2020b). Bst: BlendedSkillTalk dataset (Smith et al., 2020). Slf: Dialogues collected using the self-play method by Smith and Williams (2021). Lgt: LIGHT
dataset. Img: Image-Chat dataset (Shuster et al., 2020a). Sfr: SaFeRDialogues dataset (Ung et al., 2022). Woi: Wizard of the Internet dataset (Komeili et al.,
2022). Wow: Wizard of Wikipedia dataset (Dinan et al., 2019b). Emp: EmpatheticDialogues. All: Cv2+Emp+Wow. Cv2: ConvAI2 dataset (Dinan et al., 2019a).

Table 2: Dialogue systems for our experiments: 11 evaluation targets and 24 partner systems. Each system name
represents [architecture]-[number of model parameters]-[pretrain data]-[finetune data].

found that the FED evaluation of Fluency corre-
lates poorly with human evaluation, while the other
dimensions correlate relatively well with human
evaluation. However, the agreement rate for hu-
man evaluation is extremely low, and we consider
Fluency evaluation with consistent results difficult
even for humans.4 One possible reason is that all
systems have a high Fluency in neural response
generation, so the difference in the Fluency of di-
alogues for each sample is small. Therefore, in
the evaluation experiment of Section 6, we do not
evaluate the Fluency dimension.

6 Experiments: System Evaluation

We show that the interactive automatic evaluation
using the bipartite-play method correlates with hu-
mans as strongly as the all-play-all method, which
has been reported to be an effective dialogue col-
lection method but requires access to all evaluation
targets. We first rank prepared evaluation targets
by interactive human evaluation and then measure
the correlation with the rankings by interactive au-
tomatic evaluations in the three dialogue collection
methods: self-play, all-play-all, and bipartite-play.

6.1 Experimental settings

Dialogue systems. Table 2 shows the set of 11
evaluation targets and the set of 24 partner systems
for the bipartite-play method with diverse architec-
tures and training data from ParlAI.

Dialogue collection settings. For each of the
three dialogue collection methods, We set the

4To compute inter-annotator agreement, we randomly di-
vided the five annotators into two groups and calculated Spear-
man’s rank correlation coefficients between those groups. The
results were 0.603 (Fluency), 0.835 (Specificity), 0.857 (Sen-
sibleness), and 0.831 (Overall).

target-partner pairs for the self-play method, the
all-play-all method, and the bipartite-play method.
The resulting pairs are 11×1 = 11, 11×(11−1) =
110, and 11 × 24 = 264, respectively. A pair’s
systems exchange utterances five times to form
one dialogue following two given initial utterances,
which we extracted from the initial parts of dia-
logues in the test set of the EmpatheticDialogues
dataset (Rashkin et al., 2019). The evaluation target
of each pair talks first. We found that ranking the 11
systems with the self-play method required 1,000
dialogues of each pair to converge in our settings,
while the all-play-all method and the bipartite-play
method required each pair’s 600 dialogues; we used
these numbers of dialogues for the experiments.

Interactive human evaluation. We compute
each evaluation target’s score for each of the
three dimensions (i.e., Specificity, Sensibleness,
and Overall) by averaging the manually annotated
scores of 50 dialogues in Section 5.2. We then rank
evaluation targets based on their averaged scores.

6.2 System evaluation results
Table 3 shows Spearman’s rank correlation coef-
ficients of the automatic evaluations with the hu-
man evaluation. First, the automatic evaluation
using the all-play-all method had a stronger cor-
relation with humans than the self-play method;
this is consistent with Yang et al. (2022)’s results.
Second, the automatic evaluation with the bipartite-
play method achieved the exact high correlation
as the all-play-all method. This shows that the
bipartite-play method enables reliable interactive
automatic evaluation without direct interaction be-
tween evaluation targets.

Not requiring direct interaction makes system
comparison across studies much easier. For in-
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Method Specificity Sensibleness Overall

Self-play 0.83 0.70 0.77
All-play-all 0.90 0.75 0.85
Bipartite-play 0.90 0.75 0.85

Table 3: Spearman’s rank correlation coefficients of the
automatic evaluations using the three dialogue collec-
tion method with the human evaluation.

stance, with the same settings as our experiment,
one can indirectly compare their systems with our
evaluation targets by comparing systems’ FED
scores. As one of the reference values, we present
the FED scores of Tfm-3B-Rdt-Bsm, referred to
as Blender 3B (Roller et al., 2021): 11.99 (Speci-
ficity), 14.48 (Sensibleness), and 3.99 (Overall).

6.3 Qualitative analysis of bipartite-play

Tables 4 and 5 show dialogue examples of Tfm-
89M-Ddc-Ddg (an evaluation target) collected us-
ing the bipartite-play method. Tfm-89M-Ddc-Ddg
talked with Tfm-1B-Rdt-Bsm, a high-performance
system (Table 4), and GPT-117M-Wtx-Rdt, which
is guessed to have relatively low performance in
the set of dialogue partners (Table 5).

Collecting dialogues. Tfm-89M-Ddc-Ddg re-
turned valid responses to high-quality utterances of
Tfm-1B-Rdt-Bsm (Table 4). However, Tfm-89M-
Ddc-Ddg generated semantically inappropriate re-
sponses (bolded parts) to low-quality utterances of
GPT-117M-Wtx-Rdt (Table 5). These examples
suggest that Tfm-89M-Ddc-Ddg can handle high-
quality inputs but may be vulnerable to low-quality
ones. Therefore, the bipartite-play method can re-
veal the diverse features of evaluation targets.

Rating dialogues. Regarding Tfm-89M-Ddc-
Ddg, the scores of the dialogues in Tables 4 and
5 for the Overall dimension were 4.00 and 3.81,
respectively; FED assigned higher scores to better
dialogues than to mediocre ones. In these examples,
FED succeeded in assigning appropriate ratings.

7 Discussion

The interactive automatic evaluation using the
bipartite-play method correlates with humans as
strongly as the all-play-all method, as described
in Section 6, without direct interaction with eval-
uation targets. Additionally, we present another
reason to use the bipartite-play method: one can
sometimes cheat by choice of evaluation targets
when using the all-play-all method.

A: I love being in the "flow" – whether it’s in speaking to a
group of people or working to help facilitate meetings.

B: What kind of work do you do?

A: i’m a sales manager at a trading company.

B: That sounds like a lot of fun. I bet you meet lots of
interesting people. Do you like it?

A: i love it. i get to meet new people all the time.

B: That’s great! I’m glad you enjoy it. It sounds like you
have a great job.

A: thanks. i’ve got a lot to learn.

B: It’s always good to learn new things. What else do you
like to do in your spare time?

A: i like to play chess. how about you?

B: I love chess as well. My favorite game to play is check-
ers. Have you ever played that?

A: no, i haven’t . but i’d like to try.

B: It’s a great game. You should give it a try. If you like
chess, you’ll love it.

Table 4: Example of dialogue between an evaluation
target (A; Tfm-89M-Ddc-Ddg) and one of the dialogue
partners (B; Tfm-1B-Rdt-Bsm).

A: I love being in the "flow" – whether it’s in speaking to a
group of people or working to help facilitate meetings.

B: What kind of work do you do?

A: i’m a sales manager at a trading company.

B: What type of job do you have? I’m looking to get a job
as a software engineer in the next year or two.

A: i work in the marketing department. we’ve been in
business for a long time.

B: Where do you work? I’d love to be a part of the market-
ing team for a company like that. I’d be happy to work
with you.

A: i work at a small company in the midwest.

B: Where are you guys located? I’m in the Midwest
and would love to work for a small business like that.
Thanks!

A: we’re in los angeles. we have a lot of offices here.

B: Are you located in the US? If so, where are you located?
If not, what state are you in? Thanks!

A: yes, we are in the u.s. and we are located in california.

B: Are you in the U.S.? If so, what state do you live in?
Thanks for your help!!

Table 5: Example of dialogue between an evaluation
target (A; Tfm-89M-Ddc-Ddg) and one of the dialogue
partners (B; GPT-117M-Wtx-Rdt). The evaluation
target generated semantically inappropriate responses
(bolded parts) to low-quality utterances of the partner.

7.1 How can we cheat on all-play-all?

We found that dialogues where systems frequently
speak about the same things tend to receive low
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ratings from the FED evaluation described in Sec-
tion 5.2. This can be a desirable evaluation property
since human evaluation is known to have the same
tendency (Li et al., 2020). Therefore, we hypoth-
esize that one could worsen a particular system’s
ranking by forming an unfair set of evaluation tar-
gets where the system is likely to talk about re-
peated things.

7.2 Cheating examples
We show cheating using the all-play-all method fol-
lowing the above hypothesis. Specifically, based on
Yang et al. (2022)’s observation that systems tend
to speak repeated things in self-play (i.e., when talk-
ing with extremely similar systems), we attempt to
worsen the ranking of a particular system by having
the system talk with different but similar systems.

Settings. We form an unfair set of evaluation tar-
gets by collecting four systems, i.e., one whose
rank we attempt to improve (favored system), an-
other whose rank we attempt to worsen (unfavored
system), and two systems similar to the unfavored
system. We then check whether the ranking re-
lationship between favored and unfavored ones
changes from that of the original all-play-all eval-
uation (fair evaluation) in Section 6. In this unfair
evaluation, unfavored systems have to construct
dialogues with similar systems three out of four
times, where repeated utterances are likely to oc-
cur as in self-play. We prepared two combinations
of the unfavored system and its similar system: a
series of DialoGPT (GPT-345M-Wtx-Rdt is the
unfavored system, whose similar systems are GPT-
124M-Wtx-Rdt and GPT-774M-Wtx-Rdt) and a se-
ries of Blender (Tfm-3B-Rdt-Bsm is the unfavored
system, whose similar systems are Tfm-406M-Rdt-
Bsm and Tfm-1B-Rdt-Bsm). We assigned each
of all ten evaluation targets for the experiments in
Section 6 except the unfavored one (GPT-345M-
Wtx-Rdt or Tfm-3B-Rdt-Bsm) as a favored system.
We focused on evaluation for Specificity, where the
self-play property especially affects the results of
automatic evaluation using the self-play method.

Results. Table 6 shows the change in the rank-
ing relationship between favored and unfavored
systems. The results show that we succeeded in
intentionally improving the favored systems’ rank-
ing in some cases. In this way, when using the
all-play-all method, one can improve the automatic
evaluation results of their systems by choice of eval-
uation targets. The bipartite-play method, fixing

Fair
Unfair Favored wins Favored loses

Favored wins 6 0
Favored loses 2 2

(a) Evaluation of 10 systems with DialoGPT series.

Fair
Unfair Favored wins Favored loses

Favored wins 1 0
Favored loses 2 7

(b) Evaluation of 10 systems with Blender series.

Table 6: Changes in the ranking relationship between
favored versus unfavored systems by deploying unfair
evaluation target sets instead of the original fair set.
“Favored wins” means that a favored system was rated
higher than the unfavored system. In both situations
with the two unfair sets, the ranking was overturned in
favor of the two favored systems out of ten.

and sharing a set of diverse partner systems, is one
of the practical methods to prevent this cheating.

8 Conclusion

In this paper, we proposed the bipartite-play
method as a dialogue collection method. The
bipartite-play method can address the impossibility
of comparison with publicly inaccessible systems
and the vulnerability to cheating by intentional
choice evaluation targets to improve the all-play-
all method. For the proposed method, no dialogue
with evaluation targets is required, thereby facili-
tating system comparison across studies and possi-
bly enabling comparison with inaccessible systems.
Our experiments showed that, compared with the
evaluation using the all-play-all method, the auto-
matic evaluation using the bipartite-play method
correlates just as strongly with humans.

Although we formed a set of the bipartite-play
method’s partner systems for the experiments con-
sidering its diversity of architectures and training
data, it may still have some vulnerabilities. In fu-
ture work, we will explore the property of the bot-
bot dialogue further and refine the set of partner
systems for the bipartite-play method.
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Abstract

The ability to capture temporal commonsense
relationships for time-related events expressed
in text is a very important task in natural lan-
guage understanding. However, pre-trained
language models such as BERT, which have
recently achieved great success in a wide range
of natural language processing tasks, are still
considered to have poor performance in tem-
poral reasoning. In this paper, we focus on the
development of language models for tempo-
ral commonsense inference over several pre-
trained language models. Our model relies
on multi-step fine-tuning using multiple cor-
pora and masked language modeling to predict
masked temporal indicators that are crucial for
temporal commonsense reasoning. We also ex-
perimented with multi-task learning and build a
language model that can improve performance
on multiple time-related tasks. In our experi-
ments, multi-step fine-tuning using the general
commonsense knowledge task as an auxiliary
task produced the best results. We obtained a
significant improvement in accuracy over stan-
dard fine-tuning in the temporal commonsense
inference task and on other time-related tasks.

1 Introduction
Commonsense reasoning is crucial for natural lan-
guage processing (NLP). Commonsense is the ba-
sic level of practical knowledge that is commonly
shared among most people1. A specific type of
commonsense is temporal commonsense. Tempo-
ral commonsense refers to the common knowledge
about various temporal aspects of events, such as
duration, frequency, and temporal order.

Capturing temporal commonsense relations for
time-related events expressed in sentences is a
very important task in natural language understand-
ing. However, pre-trained language models such
as BERT (Devlin et al., 2019), which have recently
achieved significant results in a wide range of NLP

1https://csrr-workshop.github.io/

tasks, are still said to perform poorly in tempo-
ral reasoning (Ribeiro et al., 2020). For example,
given two events, "going on a vacation" and "going
for a walk," most humans know that "vacation is
longer and occurs less frequently than walks," or
that "going on a walk is more frequent than going
on a vacation. However, it is difficult for computers
to make inferences based on such commonsense
knowledge.

In this paper, we focus on the development of a
language model for understanding temporal com-
monsense. In a prior study (Kimura et al., 2021),
BERT was used, and in this study, we also use
RoBERTa (Liu et al., 2019b) and ALBERT (Lan
et al., 2019), which are improved models of BERT.
We use them for multi-step fine-tuning using multi-
ple corpora and continual pre-training by perform-
ing the masked language modeling (MLM) task
(Devlin et al., 2019) on the target dataset. MLM
task is a fill-in-the-blank task that has been em-
ployed as a pre-training task for various language
models.

For multi-step fine-tuning, we thought an ad-
ditional stage of fine-tuning on an intermediate
related supervised task might help improve perfor-
mance because temporal datasets usually have only
a small amount of training data available. For con-
tinual pre-training on the target dataset, we aimed
to resolve the domain mismatch between the pre-
trained models and the target task, and make the
model better weight temporal indicators and event
triggers for our downstream tasks. In addition, we
apply multi-task learning to further improve our
model’s generalization performance.

Our contributions are summarized as follows:
• We propose a language model for understand-

ing temporal commonsense that effectively
leverages continual pre-training, multi-step
fine-tuning, and multi-task learning.

• We conducted multi-step fine-tuning and con-
tinual pre-training by performing the MLM
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Figure 1: Overview of the multi-step fine-tuning and continual pre-training methods.

task on the target dataset on three pre-trained
language models (BERT, RoBERTa, and AL-
BERT).

• We achieved the best performance with multi-
step fine-tuning using the general common-
sense knowledge task as auxiliary task on AL-
BERT.

• Although we focus on temporal commonsense
reasoning, we also examined and confirmed
the effectiveness of our multi-task learning
model on several other temporal-related tasks.

2 Related Work

Although research on temporal inference has been
conducted for a long time, in recent years, many
studies have been proposed on temporal expres-
sion extraction (Lee et al., 2014; Vashishtha et al.,
2019), temporal relation extraction (Ning et al.,
2017, 2018b), and the construction of timelines
(Leeuwenberg and Moens, 2018). As for temporal
commonsense, there are studies focusing on the du-
ration of events (Vempala et al., 2018; Vashishtha
et al., 2019), the temporal order of events (Ning
et al., 2018a), and so forth. Zhou et al. (2020) pro-
posed methods for constructing language models
that produce representations of events for relevant
tasks such as duration comparison, parent-child
relations, event coreference and temporal question-
answering tasks.

In particular, some recent works have focused
on the construction of challenging benchmarks for
temporal commonsense inference. The Story Cloze
Test (Mostafazadeh et al., 2016) dataset focuses on
the typical temporal and causal relationships be-
tween events. TORQUE (Ning et al., 2020) is a ma-
chine reading comprehension dataset that focuses
on the temporal ordering of events. MC-TACO
(Zhou et al., 2019) is a challenging multiple choice
temporal commonsense reasoning task that focuses
on temporal properties such as duration and order-
ing of events. TIMEDIAL (Qin et al., 2021) is a
dataset consisting of dialogues containing temporal

information and is a complex temporal common-
sense inference task using multi-turn dialogues.

In addition, pre-trained language models such as
BERT have succeeded on broad-coverage probing
benchmarks. However, in the case of domain mis-
match between the pre-trained model and the target
task, these models may still suffer catastrophic ac-
curacy degradation.

In this study, we focus on temporal common-
sense reasoning and attempt to improve the perfor-
mance of the pre-trained language model for under-
standing temporal commonsense. Our model effec-
tively leverages continual pre-training, multi-step
fine-tuning, and multi-task learning. It substantially
outperforms the standard fine-tuning approach.

3 Temporal Commonsense Reasoning
Task: MC-TACO

MC-TACO is a dataset that entirely focuses on a
specific reasoning capability: temporal common-
sense. MC-TACO considers five temporal proper-
ties: (1) duration (how long an event takes), (2)
temporal ordering (typical order of events), (3) typ-
ical time (when an event occurs), (4) frequency
(how often an event occurs), and (5) stationarity
(whether a state is maintained for a very long time
or indefinitely). It contains 13k tuples, each con-
sisting of a sentence, a question, and a candidate
answer, that should be judged as plausible or not.
The sentences are taken from different sources such
as news, Wikipedia and textbooks. An example
from this dataset is below. The correct answers are
in bold.

Paragraph: He layed down on the chair and
pawed at her as she ran in a circle under it.
Question: How long did he paw at her?
a) 2 minutes b) 2 days
c) 90 minutes e) 7 seconds
Reasoning Type: Duration

We mainly use the MC-TACO dataset for eval-
uating the performance of our model. In the later
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sections, we also show evaluation on additional
temporal-related tasks.

4 Methods

We focus on exploring different training techniques,
i.e., multi-step fine-tuning, continual pre-training,
and multi-task learning, for building our language
model for understanding temporal commonsense.
Each technique is detailed below.

4.1 Multi-Step Fine-Tuning

Multi-step fine-tuning (4.1) aims to supplement the
language model pre-training with an intermediate
fine-tuning stage on supervised tasks that are re-
lated to the target dataset. It has been shown to
improve model robustness and performance, espe-
cially for data-constrained scenarios (Phang et al.,
2018; Camburu et al., 2019). We first fine-tune
models on carefully selected auxiliary tasks and
datasets. This model’s parameters are further re-
fined by fine-tuning on the MC-TACO dataset.

4.2 Continual pre-training on the target
dataset

As mentioned in Section 2, performing continual
pre-training using the target dataset can be useful
to adapt the pre-trained model to the target task.
Based on this, we have applied the MLM task (De-
vlin et al., 2019) using MC-TACO on pre-trained
language models before performing standard fine-
tuning. The MLM task, which is used in the pre-
training of language models, is performed by ran-
domly replacing a subset of tokens by a special
token (e.g., [MASK]), and asks the model to pre-
dict them.

An overview of the multi-step fine-tuning and
continual pre-training methods is shown in Figure
1.

4.3 Multi-Task Learning

Multi-task learning (MTL) aims to improve the
generalization performance of the model by learn-
ing multiple related tasks simultaneously. It has
become increasingly popular in NLP because it can
improve the performance of related tasks by exploit-
ing their commonalities and differences (Zhang
et al., 2022). In this study, we use MT-DNN
(Liu et al., 2019a) to perform MTL and evaluate
the model’s performance on multiple time-related
tasks. MT-DNN is a multi-task learning frame-
work that can incorporate models such as BERT

BERT RoBERTa ALBERT
(large) (large) (xxlarge)

Parameters 334M 355M 235M
Layers 24 24 12
Hidden 1024 1024 4096
Embedding 1024 1024 128
Pre-training data size 16GB 160GB 16GB

Table 1: Summary of each pre-trained language model
used in our experiments.

and RoBERTa as the shared text encoding lay-
ers (shared across all tasks), while the top layers
are task-specific. We used the pre-trained BERT,
RoBERTa, and ALBERT models to initialize its
shared layers and refined them via MTL on multi-
ple time-related tasks.

5 Experiments

5.1 Text Encoders

In our previous study (Kimura et al., 2021), we
used BERT-base as the text encoder. In this study,
we explore the use of BERT-large, RoBERTa-large
and ALBERT-xxlarge models. RoBERTa is an im-
proved version of BERT, and has succeeded in
significantly improving on BERT’s accuracy by
adjusting the hyperparameters, changing the pre-
training method, and increasing the amount of data
for training, while keeping BERT’s mechanism in-
tact. ALBERT is also an improved model of BERT,
and is a lightweight, high-performance language
model that has surpassed the accuracy of BERT
by changing the type of pre-training task and how
to handle parameters. The summary of each pre-
trained language model is shown in Table 1. In
pre-training, BERT and ALBERT use the English
Wikipedia and BookCorpus, and RoBERTa uses
CC-News, OpenWebText and Stories datasets in
addition to them (Liu et al., 2019b).

5.2 Datasets

We use MC-TACO as the main training and evalua-
tion dataset. In addition, we use the TimeML, Cos-
mosQA, and SWAG datasets as auxiliary datasets
in the multi-step fine-tuning setting. A summary of
each dataset is provided below and in Table 2.

TimeML (Pan et al., 2006): This dataset is
specifically about duration of an event in a span of
text. The task is to decide whether a given event
has a duration longer or shorter than a day. An
example from this dataset showing a sentence with
an event (in bold) that has a duration shorter than a
day is below:
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train val test huggingface model implementation MT-DNN implementation
MC-TACO - 3,783 9,442 *ForSequenceClassification Pairwise Text Classification
TimeML 1,248 - 1,003 *ForSequenceClassification Pairwise Text Classification
MATRES 12,716 - 838 *ForSequenceClassification Single-Sentence Classification

CosmosQA 25,588 3,000 7,000 *ForMultipleChoice Relevance Ranking
SWAG 73,546 20,006 20,005 *ForMultipleChoice Relevance Ranking

Table 2: Summary of the datasets and their model implementations used in our experiments. We use huggingface
for the multi-step fine-tuning and continual pre-training experiments, and MT-DNN for the multi-task learning
experiments. The * symbol in the huggingface model implementation column stands for Bert, Roberta or Albert,
depending on the text encoder we use. When using MT-DNN, we use the Single-Sentence Classification, Pairwise
Text Classification, or Relevance Ranking implementations.

In Singapore, stocks hit a five year low.

CosmosQA (Huang et al., 2019): We propose to
enrich the temporal commonsense reasoning task
training by leveraging data from the general com-
monsense knowledge task. Since the commonsense
reasoning task commonly also involves reasoning
about temporal events, e.g., what event(s) might
happen before or after the current event, we hypoth-
esize that temporal reasoning might benefit from it.
CosmosQA is a general commonsense knowledge
task. This task focuses on reading between the lines
of a story where the causes and effects of events
are not explicitly mentioned and is a four-choice
multiple-choice question. An example from the
CosmosQA dataset is below. The correct answer is
in bold.

Paragraph: Did some errands today. My
prime objectives were to get textbooks,
find computer lab, find career services,
get some groceries, turn in payment plan
application, and find out when KEES
money kicks in. I think it acts as a refund
at the end of the semester at Murray, but
I would be quite happy if it would work
now.
Question: What happens after I get the
refund?
Option 1: I can pay my bills.
Option 2: I can relax.
Option 3: I can sleep.
Option 4: None of the above choices.

SWAG (Zellers et al., 2018): SWAG is also a
general commonsense knowledge task. The task is
to choose the correct ending among four options
that leverages commonsense knowledge. An exam-
ple from this dataset is below. The correct answer
is in bold.

Question: On stage, a woman takes a
seat at the piano. She

max train num learning
seq_len batch_size train_epoch rate

BERT
standard 128 16 5 1e-5fine-tuning
TimeML 128 16 4 2e-5
CosmosQA 256 32 1 2e-5
SWAG 256 32 2 2e-5
MLM 128 32 3 3e-5

RoBERTa
standard 128 16 20 1e-5fine-tuning
TimeML 128 16 6 2e-5
CosmosQA 512 16 1 1e-5
SWAG 256 32 2 1e-5
MLM 128 8 3 5e-5

ALBERT
standard 128 16 6 1e-5fine-tuning
TimeML 128 16 6 2e-5
CosmosQA 256 16 2 1e-5
SWAG 256 16 1 1e-5
MLM 128 8 3 5e-5

Table 3: Hyperparameter settings.

Option 1: sits on a bench as her sister
plays with the doll.
Option 2: smiles with someone as the
music plays.
Option 3: is in the crowd, watching the
dancers.
Option 4: nervously sets her fingers on
the keys.

5.3 Implementation Details
The hyperparameter settings used in our experi-
ments are shown in Table 3. For each dataset, we
select the best parameters based on validation ex-
periments. The parameters for MLM using the
target dataset are based on the values originally
used in the pre-training of the language model.

The bert-large-uncased, roberta-large and albert-
xxlarge-v2 models were used, and the Exact Match
(EM) and F1 scores were employed as the evalua-
tion metrics. The EM is the probability of correctly
labeling all answers to each question, and the F1-
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fine-tuned on EM [%] F1 [%]
BERT

standard fine-tuning 42.6 (42.9) 70.9 (71.0)
TimeML→MC-TACO 44.8 (43.7) 72.8 (70.8)
CosmosQA→MC-TACO 46.3 (43.6) 73.4 (70.7)
SWAG→MC-TACO 46.2 (44.7) 73.6 (72.6)

RoBERTa
standard fine-tuning 53.8 (54.4) 75.3 (77.6)
TimeML→MC-TACO 51.3 (51.1) 75.7 (76.1)
CosmosQA→MC-TACO 55.6 (55.2) 78.1 (77.3)
SWAG→MC-TACO 53.1 (53.9) 76.1 (77.3)

ALBERT
standard fine-tuning 55.0 (54.6) 77.1 (77.9)
TimeML→MC-TACO 51.8 (51.3) 77.9 (75.5)
CosmosQA→MC-TACO 59.5 (58.9) 80.3 (78.7)
SWAG→MC-TACO 52.8 (51.3) 77.3 (74.6)

Table 4: Test results on multi-step fine-tuning. The 5-
fold cross-validation results using the validation dataset
are shown in parenthesis ().

EM [%] F1 [%]
BERT

standard fine-tuning 42.6 (42.9) 70.9 (71.0)
MLM (MC-TACO) 45.2 (45.0) 72.5 (71.9)

RoBERTa
standard fine-tuning 53.8 (54.4) 75.3 (77.6)
MLM (MC-TACO) 51.2 (54.4) 76.2 (77.5)

ALBERT
standard fine-tuning 55.0 (54.6) 77.1 (77.9)
MLM (MC-TACO) 59.2 (58.3) 79.9 (78.2)

Table 5: Test results on MLM with target dataset. The 5-
fold cross-validation results using the validation dataset
are shown in parenthesis ().

score measures the average overlap between one’s
predictions and the ground truth (Zhou et al., 2020).

The model implementations we used in our ex-
periments are speficied in Table 2. We use hug-
gingface for the multi-step fine-tuning and contin-
ual pre-training experiments, and MT-DNN for the
multi-task learning experiments.

5.4 Results
Multi-Step Fine-Tuning
The results of the multi-step fine-tuning experi-
ments are shown in Table 4. The results show
that changing the language model from BERT to
RoBERTa and ALBERT improves accuracy. Over-
all, the best results were obtained when we used
ALBERT.

Continual pre-training on the target dataset
Table 5 shows the results when we perform MLM
on the target dataset. The results show that the
accuracy also improved by changing the model
used from BERT to RoBERTa and ALBERT. The
best results were also obtained when ALBERT was
used (with an EM score of 59.2% and an F1-score
of 79.9% on the test set).

Multi-Task Learning
We used MC-TACO, TimeML, CosmosQA, and
MATRES (Ning et al., 2018c) as auxiliary train-
ing data and evaluated on the time-related datasets
(MC-TACO, TimeML, and MATRES). MATRES
is a time-related task that focuses on the ordering
of events in a sentence and events annotated with
a temporal relation (BEFORE, AFTER, EQUAL,
VAGUE). An example of a sentence from this
dataset with two events (in bold) that hold the BE-
FORE relation is below:

At one point , when it (e1:became) clear
controllers could not contact the plane,
someone (e2:said) a prayer.

We performed MTL using ALBERT, which ob-
tained the best results in our previous experiments,
shown in Table 4 and Table 5. These results are
shown in Table 6. While there was an improvement
in accuracy with MTL on MATRES, there were dif-
ferences on MC-TACO depending on the auxiliary
dataset used for training, and no improvement on
TimeML.

5.5 Discussion
The experimental results show that changing the
text encoder used from BERT to RoBERTa and
ALBERT improves the accuracy of both multi-step
fine-tuning using an auxiliary dataset (Table 4, with
an EM score on the test set increasing from 46.3%
to 55.6% and 59.5%, respectively) and of continual
pre-training on the target dataset (Table 5, with an
EM score on the test set increasing from 45.2%
to 51.2% to 59.2%, respectively). These results
indicate a significant improvement over the BERT
baseline. This is a natural result considering that
RoBERTa and ALBERT are improved models of
BERT and have better performance than BERT on
benchmarks such as GLUE.

RoBERTa is an improved model of BERT, with
about 10 times the data size used for pre-training.
We think that pre-training on a large amount of data
improves performance in solving tasks that require
commonsense.

The best results were obtained when ALBERT
was used (with an EM score on the test set of 59.5%,
in Table 4, and an EM score on the test set of 59.2%,
in Table 5). The reason for this might also be the
difference in its pre-training method. ALBERT’s
pre-training method employs Sentence Order Pre-
diction (SOP) in addition to MLM. SOP is a binary
classification task that determines whether two text
segments are in the correct order, and focuses on
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Train dataset \ Evalation dataset MC-TACO TimeML MATRES
EM [%] F1 [%] acc [%] acc [%]

MC-TACO 57.6 80.6 - -
MC-TACO, TimeML 58.1 79.7 81.0 -
MC-TACO, MATRES 57.3 80.1 - 75.4
MC-TACO, CosmosQA 59.2 80.4 - -
MC-TACO, TimeML, MATRES 56.3 78.8 79.2 76.3
MC-TACO, TimeML, CosmosQA 53.0 76.5 79.9 -
MC-TACO, MATRES, CosmosQA 53.6 78.6 - 76.8
MC-TACO, TimeML, MATRES, CosmosQA 53.4 78.2 77.7 76.8
TimeML - - 81.1 -
TimeML, MATRES - - 79.4 77.2
TimeML, CosmosQA - - 80.4 -
TimeML, MATRES, CosmosQA - - 78.8 76.2
MATRES - - - 74.6
MATRES, CosmosQA - - - 74.7

Table 6: Test results on MTL using MT-DNN. Single-task learning results using MT-DNN are in blue, and those
exceeding the accuracy of single-task learning are in bold.

modeling inter-sentence coherence. We hypothe-
size that this pre-training task enables the model to
acquire additional temporal knowledge needed to
solve the MC-TACO task.

Focusing on the results of multi-step fine-tuning
using RoBERTa (Table 4), we can see that the pro-
posed method improves the standard fine-tuning
accuracy in many cases (with an EM score on the
test set increasing from 53.8% to 55.6%, and a
F1-score on the test set increasing from 75.3% to
75.7%, 78.1%, and 76.1%), but the increase in ac-
curacy is smaller than that of BERT and ALBERT.
The reason is that RoBERTa uses a much larger
number of data for pre-training than BERT or AL-
BERT, and a large corpus is learned at the time of
pre-training, thus multi-step fine-tuning may not be
effective.

Note here that EM measures how many ques-
tions a system is able to correctly label all candi-
date answers (Zhou et al., 2019). EM is a stricter
metric and we consistently obtain lower EM scores
than F1 scores in our experiments.

The results of the MTL experiments (Table 6)
were somewhat unstable, with the accuracy im-
proving in some cases (e.g., an EM score on the
test set of 59.2% with the model that trains with
MC-TACO and CosmosQA and evaluates on MC-
TACO) and worsening in others (e.g., an EM score
on the test set of 53.0% with the model that trains
with MC-TACO and TimeML and CosmosQA and
evaluates on MC-TACO), depending on the dataset
used. Task affinity is important for MTL, and per-
formance may deteriorate if unrelated tasks are
learned at the same time. In addition, we found
it surprising that all multi-task settings lead to im-
proved accuracy on MATRES. MATRES is a task

that treats verbs in sentences as events and predicts
their order. However, there are many temporal
expressions other than verbs in natural language
sentences (e.g., before, after, when, first, etc.), and
in order to predict the order of events, not only
verbs but also various parts of speech and other
factors such as duration might be effective. We hy-
pothesize this is why MTL improves the accuracy
on MATRES. We think it is necessary to further an-
alyze why these results are obtained in cases where
accuracy improves and in cases where it does not.

6 Conclusion

In this paper, we focused on the development
of a language model for temporal common-
sense reasoning, and tried to develop a language
model for understanding temporal commonsense.
We conducted multi-step fine-tuning, continual
pre-training, and multi-task learning on BERT,
RoBERTa, and ALBERT, using several datasets.
We confirmed that the multi-step fine-tuning model
that uses the general commonsense knowledge task
as an auxiliary task was often better than that ob-
tained by ordinary fine-tuning and we were able to
construct a language model that understands tem-
poral commonsense. Comparing BERT, RoBERTa,
and ALBERT, ALBERT produced the best results
overall.

For future work, we plan to further investigate
multi-task learning. In multi-task learning, we
would like to visualize attention scores, for exam-
ple, and pursue what setting can improve general-
ization performance. Also, we plan to construct a
new general-purpose language model that performs
well in a variety of time-related tasks.
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Abstract

In dialogue systems, one option for creating
a better dialogue experience for the user is to
have a human operator take over the dialogue
when the system runs into trouble communi-
cating with the user. In this type of handover
situation (we call it intervention), it is useful
for the operator to have access to the dialogue
summary. However, it is not clear exactly what
type of summary would be the most useful for a
smooth handover. In this study, we investigated
the optimal type of summary through experi-
ments in which interlocutors were presented
with various summary types during interven-
tions in order to examine their effects. Our find-
ings showed that the best summaries were an
abstractive summary plus one utterance imme-
diately before the handover and an extractive
summary consisting of five utterances immedi-
ately before the handover. From the viewpoint
of computational cost, we recommend that ex-
tractive summaries consisting of the last five
utterances be used.

1 Introduction

Dialogue systems are widely utilized in chat-
bots and call centers to respond automatically to
users (Pappas et al., 2015; Sheehan et al., 2020).
However, it is often difficult for such systems to de-
liver fully autonomous dialogue. To ensure a good
dialogue experience, human operators sometimes
need to intervene in a dialogue if communication
difficulties arise. We call this process handover or
intervention and define it as joining a dialogue in
the middle to achieve the original objective of the
dialogue.

In this study, we investigate which type of sum-
mary should be presented to the human operator in
an intervention for a smooth handover. Specifically,
we conducted a large-scale experiment focused on
chat dialogues to investigate the most useful sum-
mary for handover among seven types of dialogue
summaries consisting of abstractive, extractive, and

keyword summaries. Our findings showed that the
best summaries were an abstractive summary plus
one utterance immediately before the handover and
an extractive summary consisting of five utterances
immediately before the handover. From the view-
point of computational cost, we recommend that
extractive summaries consisting of the last five ut-
terances be used.

2 Related Work

The handover in dialogues from systems to human
operators has been researched extensively in the
context of call routing. In call routing, the dialogue
is transferred to an appropriate operator and the
system hands over the dialogue (Gorin et al., 1997;
Walker et al., 2000). However, there has been little
research on the actual type of information to be
shown to an operator during call routing.

Various frameworks have been proposed in
which a semi-autonomous dialogue system per-
forms most of the dialogue and hands over to a
human operator when necessary (Glas et al., 2012;
Kawahara et al., 2021; Kawasaki and Ogawa, 2021;
Kawai et al., 2022). However, it is not clear exactly
what type of information or summary would be the
most useful for a smooth handover.

Automatic summarization has long been stud-
ied (Mani, 2001; Rennard et al., 2022), and various
datasets have been released (Carletta et al., 2006;
Janin et al., 2003; Zhong et al., 2021b) and are cur-
rently in use (Goo and Chen, 2018; Zhong et al.,
2021a). Recently, large-scale pre-trained language
models have been utilized to generate abstractive
summaries (Chen and Yang, 2020; Liu et al., 2021)
using a large corpus of summaries (Gliwa et al.,
2019; Chen et al., 2021; Liu and Chen, 2021). In
this study, we examine what kind of summary is
useful for a specific situation: handover.
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Normal interlocutor Intervention interlocutor

Interlocutor BInterlocutor A

Interlocutor DInterlocutor C

We can't afford to skip 
shoveling snow off the roof.

Yes, I do. Fan heaters are 
very economical.

I see, a fan heater.

︙

︙

Dialogue history Dialogue summary

Dialogue in existing corpus

Handover experiment

The house may be damaged

if you don't do it. Do you use 
kerosene for your heater?

Figure 1: Overview of handover experiment.

3 Approach

To determine the type of summaries needed for
a smooth handover in dialogue, our approach is
to present a variety of summaries to the opera-
tor during the intervention process, examine the
smoothness of the dialogue after the intervention,
and quantify the effects of each summary type.

To this end, it would be best to collect dialogues
in a situation where one interlocutor changes to
another in the middle of the dialogue. However,
such experimentation would be extremely costly.
Therefore, in this paper, we simulate the dialogue
handover. Specifically, instead of performing the
handover in real-time, we present the dialogue his-
tory of an existing dialogue to one of the interlocu-
tors and a summary of that dialogue to the other
interlocutor and have them continue the dialogue.
We call this experiment a handover experiment.

Figure 1 shows an overview of the handover ex-
periment. As a dialogue history, we prepared a chat
dialogue between two interlocutors, A and B, from
an existing corpus. The participants in the handover
experiment are interlocutors C and D. Interlocutor
C is given the dialogue history and interlocutor D
is given the dialogue summary created from the
dialogue history, and they continue the dialogue on
the basis of the information given to each. In this
paper, we refer to interlocutor C as the “normal”
interlocutor and interlocutor D as the “intervention”
interlocutor.

We investigated the usefulness of a summary
by utilizing various summary types and analyz-
ing their effects. The questionnaire responses of
interlocutors and the number of dialogue break-
downs (Higashinaka et al., 2016) (a state in which

dialogue cannot be continued smoothly) after the
handover were used for the quantification of the
effects. To cover typical summaries, we focused on
the following summary types.

• Abstractive summary
An abstractive summary is created by recon-
structing important information from a doc-
ument (Zhong et al., 2021a; Liu and Chen,
2021).

• Extractive summary
An extractive summary is created by ex-
tracting important sentences from a docu-
ment (Nallapati et al., 2016; See et al., 2017).

• Keyword summary
A keyword summary is created by extracting
important keywords from a document (Kawa-
hara et al., 2021; Kawasaki and Ogawa, 2021).

4 Handover Experiment

4.1 Existing Corpus

We randomly selected 20 dialogues from an exist-
ing chat corpus1 (Higashinaka et al., 2020). These
dialogues are text chats between two people for
a total of at least 20 utterances, each of which is
about 50 characters in length. In the dialogues,
the interlocutors chat freely on any topic of their
choice. The dialogues are in Japanese.

4.2 Preparing Dialogue History

We define dialogue history as the past utterance
logs from the beginning of the dialogue to a certain
point in time. To ensure variations in the progress
of the dialogue, we prepared short dialogue histo-
ries (from the beginning to the 9th or 11th utter-
ance) and long dialogue histories (from the begin-
ning to the 15th or 17th utterance). For each of
the 20 extracted dialogues, we prepared dialogue
histories of two different lengths, for a total of 40
dialogue histories.

4.3 Preparing Dialogue Summary

As detailed below, we prepared two types of ab-
stractive summary, three types of extractive sum-
mary, and one type of keyword summary. Also, as
a control condition, the entire dialogue history was
used as one type of summary.

1https://github.com/dsbook/dsbook/
blob/master/dialogue_data.zip
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(i) Abstractive summary (Abs) Abstractive sum-
mary manually created from the whole dia-
logue history. We manually prepared the sum-
maries because we are interested in how the
types of summaries affect the handover; if
we use automatically generated summaries,
we thought that the noise might make it dif-
ficult to evaluate the exact effect of this sum-
mary type. We recruited 30 workers through
crowdsourcing2 and had them create 40 sum-
maries corresponding to the 40 dialogue his-
tories. The quality of these summaries was
verified by a separate crowd sourcing experi-
ment in which we confirmed that the quality
was adequate (average rating: 4.4 on a 5-point
Likert scale).

(ii) Abstractive summary + last utterance (Ab-
sLast1)

Abstractive summary manually created
from the dialogue history except for the
last utterance plus the last utterance; the
last utterance was included to facilitate the
handover. Abstractive summaries were
created manually in the same way as Abs.

(iii) Keyword + last utterance (KeyLast1)
A list of keywords (proper nouns) in the
dialogue history plus the last utterance. To
extract proper nouns, we used MeCab3

(version 0.996) with the NEologd dictionary4

(Release 20200827-01), which covers an
extensive amount of proper nouns extracted
from the Internet. The last utterance was
included to facilitate the handover.

(iv)–(vi) Extractive summary consisting of last
few utterances (ExtLast1, ExtLast3, ExtLast5)

Extractive summary created by extracting the
last one, three, or five utterances immediately
before the handover. We utilized a LEAD-like
method (Wasson, 1998; Grenander et al.,
2019) focusing on the last utterances of
the dialogue history, which should contain
important information for a handover.

(vii) Dialogue history (control condition)
Entire dialogue history as a summary.

Table 1 lists the average number of characters
in each dialogue summary. Note that they are in

2https://crowdworks.jp
3https://taku910.github.io/mecab
4https://github.com/neologd/

mecab-ipadic-neologd

No. of characters in summary
(i) Abs 46.8
(ii) AbsLast1 88.9
(iii) KeyLast1 76.4
(iv) ExtLast1 44.7
(v) ExtLast3 130.5
(vi) ExtLast5 209.5
(vii) Dialogue history 485.9

Table 1: Average number of characters in a dialogue
summary.

Questionnaire item
Contextual appropriateness
Inconsistency (normal interlocutor only)
Speech style (normal interlocutor only)
Confidence (intervention interlocutor only)
Informativeness
Motivation to utter
Semantic comprehension
Naturalness
Continuity

Table 2: Questionnaire items used in this study.

varying lengths; we did not control the lengths
of the summary deliberately because we wanted
to first verify the types of summary for optimal
handover in dialogue.

4.4 Questionnaire

A questionnaire (Table 2) was administered to both
the normal and intervention interlocutors to evalu-
ate whether the handover dialogue was a success.
The normal interlocutors evaluated the utterance
quality of the intervention interlocutors, while the
intervention interlocutors evaluated their own ut-
terances, as we were interested in the intervention
interlocutors’ utterances to better understand the
process and difficulty of intervention. We refer-
enced the work of Finch and Choi (2020) here.
Specifically, we utilized the questionnaire items
focusing on coherence (inconsistency, speech style,
contextual appropriateness, and semantic compre-
hension) and informativeness from their work and
added items on the motivation to utter and the confi-
dence of the utterance of the intervention interlocu-
tor. To determine overall dialogue satisfaction, we
also added an item for naturalness, which is com-
monly used in dialogue system evaluations (Hung
et al., 2009). We also added an item for continuity,
since it is important that an intervention interlocu-
tor be able to continue a dialogue adequately in the
handover experiment.
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Item Abs AbsLast1 KeyLast1 ExtLast1 ExtLast3 ExtLast5 Dialogue history
Contextual appropriateness 4.19 4.54 4.29 4.34 4.54 4.66* 4.66
Consistency 4.24 4.40 4.16 4.34 4.41 4.64* 4.38
Speech style 4.62 4.62 4.59 4.69 4.58 4.60 4.62
Informativeness 4.28 4.31 4.28 4.39 4.30 4.47 4.35
Motivation to utter 4.39 4.44 4.39 4.41 4.46 4.39 4.40
Semantic comprehension 4.75 4.81 4.78 4.74 4.68 4.89 4.81
Naturalness 4.51 4.64 4.59 4.50 4.61 4.72 4.62
Continuity 4.29 4.51 4.39 4.47 4.42 4.60 4.41

Table 3: Questionnaire results for normal interlocutors. The highest score for each item is shown in bold and the
second highest in italics with an underline except for dialogue history. Consistency scores are calculated by 6 –
inconsistency score. * denotes a significant difference at the 5% level over Abs or KeyLast1.

Item Abs AbsLast1 KeyLast1 ExtLast1 ExtLast3 ExtLast5 Dialogue history
Contextual appropriateness 4.39 4.41 4.45 4.18 4.46 4.44 4.45
Confidence 4.25 4.19 4.15 4.05 4.30 4.21 4.32
Informativeness 3.89 3.85 3.86 3.65 3.94 3.94 3.99
Motivation to utter 4.08 3.89 4.09 3.98 3.95 4.15 4.08
Semantic comprehension 4.72 4.64 4.66 4.69 4.74 4.76 4.72
Naturalness 4.59 4.40 4.42 4.38 4.53 4.58 4.47
Continuity 4.39 4.29 4.34 4.25 4.39 4.35 4.41

Table 4: Questionnaire results for intervention interlocutors. The highest score for each item is shown in bold and
the second highest in italics with an underline except for dialogue history.

4.5 Conducting Handover Experiment

We combined the seven types of summary and 40
dialogue histories to create a total of 280 dialogue-
summary patterns. To cover them, we recruited
280 pairs of interlocutors (560 interlocutors in to-
tal) through crowdsourcing and collected a total
of 560 dialogues by having each pair conduct a
dialogue twice. Eighty dialogues were collected
per summary type.

In each pair of participants, one was randomly
assigned as a normal interlocutor and the other as
an intervention interlocutor. First, participants had
sufficient time (three minutes) to read the dialogue
history or summary presented on the screen. Each
pair then conducted a text chat based on the infor-
mation presented. The utterances were alternated
between the intervention interlocutor and the nor-
mal interlocutor, in that order. As we wanted the
intervention interlocutors to keep the conversation
going for some time, each pair performed a total of
20 utterances after the intervention point. Each pair
conducted two dialogues within one hour. After
each dialogue, participants indicated their degree
of agreement with the questionnaire items (Table 2)
on a 5-point Likert scale.

4.6 Questionnaire Results

Table 3 shows the questionnaire results for the nor-
mal interlocutors. Overall, AbsLast1 and ExtLast5

had higher scores for all items. The scores for Abs
and KeyLast1 tended to be low. We conducted
Wilcoxon rank sum tests (with Bonferroni correc-
tion) between these two and ExtLast5, which had
the highest score, and found a significant differ-
ence at the 5% level between ExtLast5 and Abs in
terms of contextual appropriateness and between
ExtLast5 and KeyLast1 in terms of consistency.
These findings indicate that ExtLast5 is the most
useful for handover in terms of contextual appropri-
ateness and consistency. No significant differences
were found between the other questionnaire items.

Table 4 shows the questionnaire results for the
intervention interlocutors. No significant differ-
ences were found in any of the questionnaire items.
Throughout, the scores for KeyLast1 and ExtLast1
were low. It seems that uttering based on keywords
was difficult because it was unclear how the key-
words were used in the dialogue history, making
it difficult to continue the dialogue. Note that, al-
though dialogue history should show the highest
score with no information lost, it was not the case;
this was probably because of the high cognitive
load needed to comprehend the whole dialogue,
although we thought we provided the interlocutors
with ample time to read through the materials.

To summarize: the questionnaire results indicate
that AbsLast1 and ExtLast5 are useful for handover,
while Abs, KeyLast1, and ExtLast1 are unsuitable.
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Error type Abs AbsLast1 KeyLast1 ExtLast1 ExtLast3 ExtLast5 Dialogue history
Context (102)

Unclear intention 7 0 7 0 2 1 0
Topic transition error 8 0 2 0 6 0 3
Lack of information 1 0 3 0 0 0 0
Self-contradiction 2 3 6 0 1 1 0
Contradiction 5 0 5 3 3 2 6
Repetition 16 0 1 3 3 2 0

Response (49)
Ignore question 4 1 3 0 1 0 1
Ignore expectation 16 3 12 0 4 2 2

Utterance (4)
Grammatical error 0 0 0 0 2 0 0
Wrong information 0 0 0 0 1 1 0

Total 59 7 39 6 23 9 12

Table 5: Annotated error types causing dialogue breakdown. The number in parentheses represents the total number
for that error scope. The largest number for each error type is shown in bold.

5 Analysis

In this section, we investigate why AbsLast1 and
ExtLast5 received the highest scores in the ques-
tionnaire. Specifically, we first identified utter-
ances in which dialogue breakdown occurred and
classified them according to an existing taxonomy
of errors in chat-oriented dialogue systems (Hi-
gashinaka et al., 2021), and then clarified the types
of errors most common for each summary type.
The specific procedures are described below.

5.1 Identification of Failure Utterances

First, for analysis, we took ten dialogue samples
of the handover dialogue for each type of dialogue
summary, resulting in 70 dialogue samples.

To identify which utterances were causing dia-
logue breakdowns, we annotated utterances of in-
tervention interlocutors (700 utterances in all) as to
whether they presented any discomfort. The anno-
tators were provided with the dialogue history, the
dialogue during the intervention, and each sampled
utterance and then asked to specify whether they
felt uncomfortable with the sampled utterances on a
4-point scale (1: not uncomfortable, 2: slightly un-
comfortable, 3: uncomfortable, 4: clearly uncom-
fortable). Thirty annotators were recruited through
crowdsourcing and utterances for which at least
half of them (15 or more) responded that they felt
at least a little uncomfortable (2 or more on the
4-point scale) were considered problematic. These
utterances were determined as the cause of dialogue
breakdown.

5.2 Annotation of Error Types

As the taxonomy of errors, we used the taxonomy
consisting of 17 error types for chat-oriented dia-

logue proposed by Higashinaka et al. (2021).

5.3 Analysis of Dialogue Breakdowns

A total of 35 utterances were determined to
be dialogue-breakdown-causing. Since dialogue
breakdowns are unlikely to occur in human-human
dialogue, failure utterances are rare and worthy of
analysis. Five annotators were recruited through
crowdsourcing and asked to label the error types for
these utterances in a multi-labeling manner. The
total number of error types annotated for the utter-
ances by the five annotators was 155.

Table 5 lists the number of error types for each di-
alogue summary type. In terms of the total number
of error types, AbsLast1, ExtLast1, and ExtLast5
had the fewest (7, 6, and 9, respectively), indicating
that they were non-problematic for the handover.
In contrast, there were many errors when Abs, Key-
Last1, and ExtLast3 were presented (59, 39, and 23,
respectively), indicating that they were unsuitable.

When Abs was presented, there were eight topic
transition errors and 16 repetitions. Dialogue sum-
maries other than Abs contained one utterance im-
mediately before the handover, and when those dia-
logue summaries were presented, there were fewer
topic transition errors and repetitions, confirming
that presenting the last utterance was helpful.

When KeyLast1 was presented, there were three
instances of lack of information and six of self-
contradiction. These errors occurred more than
twice as often as when the other kinds of sum-
maries were presented. We presume that many of
these dialogue breakdowns occurred because the
meaning of the keywords was not clear. This sug-
gests the importance of surrounding context (not
only a keyword) for sufficiently understanding the
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content of dialogue for smooth handover.

6 Conclusion

In this study, we conducted a large-scale experi-
ment to determine which summaries are the most
useful for handing over a chat dialogue from seven
types of dialogue summary consisting of abstrac-
tive, extractive, and keyword summaries. Our find-
ings showed that the best summaries were an ab-
stractive summary plus one utterance immediately
before the handover and an extractive summary
consisting of five utterances immediately before
the handover. From the viewpoint of computa-
tional cost, summaries that do not require learning,
such as keyword summary and extractive summary,
are useful. Considering the results of the question-
naire and the analysis of dialogue breakdowns, we
conclude that presenting the extractive summary
consisting of the last five utterances is currently the
most useful.

As future work, it will be necessary to per-
form experiments to verify the effects of summary
lengths. We also want to perform similar experi-
ments with automatically generated summaries so
that we can grasp the utility of abstractive sum-
maries in actual handover situations. In addition,
we would like to verify the actual usefulness of
the summaries by conducting real-time handover
experiments. Although we targeted chat dialogues
in this study, useful summaries for dialogues other
than chat, such as task-oriented dialogue, should
also be investigated.
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Abstract

The exponential surge of social media has en-
abled information propagation at an unprece-
dented rate. However, it also led to the gen-
eration of a vast amount of malign content,
such as hateful memes. To eradicate the detri-
mental impact of this content, over the last
few years hateful memes detection problem
has grabbed the attention of researchers. How-
ever, most past studies were conducted pri-
marily for English memes, while memes on
resource-constraint languages (i.e., Bengali)
remain under-studied. Moreover, current re-
search considers memes with a caption writ-
ten in monolingual (either English or Bengali)
form. However, memes might have code-mixed
captions (English+Bangla), and the existing
models can not provide accurate inference in
such cases. Therefore, to facilitate research in
this arena, this paper introduces a multimodal
hate speech dataset (named MUTE) consisting
of 4158 memes having Bengali and code-mixed
captions. A detailed annotation guideline is
provided to aid the dataset creation in other
resource-constraint languages. Additionally,
extensive experiments have been carried out
on MUTE, considering the only visual, only
textual, and both modalities. The result demon-
strates that joint evaluation of visual and tex-
tual features significantly improves (≈ 3%) the
hateful memes classification compared to the
unimodal evaluation.

1 Introduction

With the advent of the Internet, social media plat-
forms (i.e., Facebook, Twitter, Instagram) signif-
icantly impact people’s day-to-day life. As a re-
sult, many users communicate by posting various
content in these mediums. This content includes
promulgating hate speech, misinformation, aggres-
sive and offensive views. While some contents
are beneficial and enrich our knowledge, they can

WARNING: This paper contains meme examples and
words that are offensive in nature.

(a) Attack religious beliefs (b) Insult a person

Figure 1: Examples of hateful memes having (a) only
Bengali caption (b) Code-mixed (Bengali + English)
caption.

also trigger human emotions that can be consid-
ered harmful. Among them, the propagation of
hateful content can directly or indirectly attack so-
cial harmony based on race, gender, religion, na-
tionality, political support, immigration status, and
personal beliefs. In recent years, memes have be-
come a popular form of circulating hate speech
(Kiela et al., 2020). These memes on social media
have a pernicious impact on societal polarization
as they can instigate hateful crimes. Therefore, to
restrain the interaction through hateful memes, an
automated system is required to quickly flag this
content and lessen the inflicted harm to the readers.
Several works (Davidson et al., 2017; Waseem and
Hovy, 2016) have accomplished hateful memes
detection, most of which were for the English lan-
guage. Unfortunately, no significant studies have
been conducted on memes regarding low-resource
languages, especially Bengali. In recent years an in-
creasing trend has been observed among the people
to use Bengali memes. As a result, it becomes mon-
umental to identify the Bengali hateful memes to
mitigate the spread of negativity. However, memes
analysis is complicated as it requires a holistic un-
derstanding of visual and textual content to infer
(Zhou et al., 2021). The visual content of the meme
alone may not be harmful (Figure 1 (a)). However,
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it becomes hateful with the incorporation of textual
content as it directly attacks religious beliefs. A
meme’s caption can be written in a mixed language
(written in both English and Bengali as in Figure
1 (b)), which can evade the surveillance engine in
those cases. Developing a hateful meme detection
system for such a scenario is complicated as no
standard dataset is available. Moreover, develop-
ing an intelligent multimodal memes analysis sys-
tem for Bengali is challenging due to the unavail-
ability of benchmark corpus, lack of reliable NLP
tools (such as OCR), and the complex morpholog-
ical structure of the Bengali language. Therefore,
this work aims to develop a multimodal dataset for
Bangla hate speech detection and investigate vari-
ous models for the task. The critical contributions
of the work are summarized as follows:

• Created a multimodal hate speech dataset
(MUTE) in Bengali consisting of 4158 memes
annotated with Hate and Not-Hate labels.

• Performed extensive experiments with state-
of-the-art visual and textual models and then
integrate the features of both modalities using
the early fusion approach.

2 Related Work

This section discusses the past studies on hate
speech detection based on unimodal (i.e., image or
text) and multimodal data.
Unimodal based hate speech detection: Hate
speech detection is a prominent research issue
among the researchers of different languages (Ross
et al., 2016; Lekea and Karampelas, 2018). Most
hate speech detection works were accomplished
based on the text data. For example, both Davidson
et al. (2017) and Waseem and Hovy (2016) devel-
oped hate speech datasets considering the Twitter
posts. Similarly, De Gibert et al. (2018) constructs
a dataset that considers the hate speech posted
in a white supremacy forum. Some works were
also accomplished concerning the low resource
languages. For instance, Fortuna et al. (2019);
Ousidhoum et al. (2019) introduced hate speech
datasets for Portuguese and Arabic. A few works
have also been done on Bengali hate speech de-
tection (Romim et al., 2021; Mathew et al., 2021;
Ishmam and Sharmin, 2019). Several architectures
have been employed over the last few years to clas-
sify hateful texts. Earlier researchers widely used
Recurrent Neural Network (Gröndahl et al., 2018),

Long Short Term Memory (LSTM) Network (Bad-
jatiya et al., 2017), and the combination of RNN
and convolutional neural network (CNN) (Zhang
et al., 2018b) based methods. Recently, Bidirec-
tional Encoder Representations for Transformers or
BERT-based models (Pamungkas and Patti, 2019;
Fortuna et al., 2021) are applied and achieved su-
perior performance compared to the deep learning-
based methods.
Multimodal hate speech detection: In contrast to
the text-based analysis, in recent years, few pieces
of work considered multimodal information (i.e.,
image + text) for hate speech detection. For exam-
ple, Kiela et al. (2020) introduced a multimodal
memes dataset for detecting hate speech. Gomez
et al. (2020) developed a large scale multimodal
dataset (MMHS150k) for detecting hateful memes.
In another work, Rana and Jha (2022) introduced
a multimodal hate speech dataset concerning three
modalities (i.e., image, text, and audio). However,
few works have been accomplished on multimodal
hate speech detection for resource constraint lan-
guages. Perifanos and Goutsos (2021) introduced
a multimodal dataset for detecting hate speech in
Greek social media. Likewise, Karim et al. (2022)
developed a dataset for multimodal hate speech de-
tection from Bengali memes. Several approaches
were employed for detecting hate speech using mul-
timodal learning. Some researchers exploited the
different fusion (Sai et al., 2022; Perifanos and
Goutsos, 2021) techniques (i.e., early and late fu-
sion) to evaluate the image and textual features
jointly. Others have employed bi-linear pooling
(Chandra et al., 2021; Choi and Lee, 2019) and
transformer-based methods (Kiela et al., 2020) such
as MMBT, ViLBERT, and Visual-BERT. Despite
having the state of the art multimodal transformer
architectures, these models have only applied for
high resource language (i.e., English).
Differences with existing researches: Though
a considerable amount of work has been accom-
plished on multimodal hate speech detection, only
a few works studied low-resource languages (i.e.,
Bengali). In our exploration, we found a work
(Karim et al., 2022) that detects hate speech from
multimodal memes for the Bengali language. How-
ever, they did not curate the social media memes
for analysis; instead artificially created a memes
dataset for Bengali by conjoining the hateful texts
into various images. Moreover, the current works
overlooked the memes containing captions written
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cross-lingually. Considering these drawbacks, the
proposed research differs from the existing stud-
ies in three ways: (i) develops a multimodal hate
speech dataset (i.e., MUTE) for Bengali consider-
ing the Internet memes, (ii) provides a detailed an-
notation guideline that can be followed for resource
creation in other low resource languages, and (iii)
consider the memes that contain code-mixed (En-
glish + Bangla) and code-switched (written Bengali
dialects in English alphabets) caption.

3 MUTE: A New Benchmark Dataset

This work developed MUTE: a novel multimodal
dataset for Bengali Hateful memes detection. The
MUTE considered the memes with code-mixed and
cod-switched captions. For developing the dataset,
we follow the guidelines provided by Kiela et al.
(2020). This section briefly describes the dataset
development process with detailed statistics.

3.1 Data Accumulation

For dataset construction, we have manually col-
lected memes from various social media platforms
such as Facebook, Twitter, and Instagram. We
search the memes using a set of keywords such
as Bengali Memes, Bangla Troll Memes, Bangla
Celebrity Troll Memes, Bangla Funny Memes etc.
Besides, some popular public memes pages are
also considered for the data collection, such as Keu
Amare Mairala, Ovodro Memes etc. We accumu-
lated 4210 memes from January 10, 2022, to April
15, 2022. During the data collection, some inappro-
priate memes are discarded by following the guide-
lines provided by Pramanick et al. (2021). The
criteria for discarding data are: (i) memes contain
only unimodal data, (ii) memes whose textual or
visual information is unclear and (iii) memes con-
tain cartoons. In this filtering process, 52 memes
were removed and ended up with a dataset of 4158
memes. Afterwards, the caption of the memes
is manually extracted as Bengali has no standard
OCR. Finally, the memes and their corresponding
captions are given to the annotators for annotation.

3.2 Dataset Annotation

The collected memes are manually labelled into
two distinct categories: Hate and not-Hate. How-
ever, to ensure the dataset’s quality, it is essential to
follow a standard definition for segregating the two
categories. After exploring some existing works
on multimodal hate speech detection (Kiela et al.,

2020; Gomez et al., 2020; Perifanos and Goutsos,
2021), we define the classes:
Hate: A meme is considered as Hateful if it intends
to vilify, denigrate, bullying, insult, and mocking
an entity based on the characteristics including gen-
der, race, religion, caste, and organizational status
etc.
Not-Hate: A meme is reckoned as not-Hateful if it
does not express any inappropriate cogitation and
conveys positive emotions (i.e., affection, gratitude,
support, and motivation) explicitly or implicitly.

3.2.1 Process of Annotation
We instructed the annotators to follow the class def-
initions for performing the annotation. It also asked
them to mention the reasons for assigning a meme
to a particular class. This explanation will aid the
expert in selecting the correct label during contra-
diction. Initially, we trained the annotators with
some sample memes. Four annotators (computer
science graduate students) performed the manual
annotation process, and an expert (a Professor con-
ducting NLP research for more than 20 years) ver-
ified the labels. Annotators were equally divided
into two groups where each annotated a subset of
memes. In case of disagreement, the expert de-
cided on the final label. The expert ruled a total
of 113 non-hateful and 217 hateful memes as hos-
tile and non-hateful. An inter-annotator agreement
was measured using Cohen (Cohen, 1960) Kappa
Coefficient to ensure the data annotation quality.
We achieved a mean Kappa score of 0.714, which
indicates a moderate agreement between the an-
notators. Earlier, it is mentioned that this work is
the very first attempt at multimodal hate speech
detection that considers the social media memes of
the Bengali language. Therefore, it requires more
extensive scrutiny with more diverse data and a
high level of annotator agreement to deploy the
model trained on this dataset. The agreement score
illustrates the difficulty in identifying the potential
hateful memes by humans and brings a question
of biases, thus limiting the broader impact of this
work.

3.3 Dataset Statistics

For training and evaluation, the MUTE is split into
the train (80%), test (10%), and validation (10%)
set. Table 1 presents the class-wise distribution of
the dataset. It is observed that the dataset is slightly
imbalanced as the ‘Not-Hate’ class contains ≈60%
data. Table 2 shows the statistics of the training
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Class Train Test Valid Total
Hate 1275 159 152 1586
Not-Hate 2092 257 223 2572

Table 1: Number of instances in train, test and validation
set for each class.

Hate Not-Hate
#Code-mixed texts 345 138
#Words 12854 22885
#Unique words 5781 8627
Max. caption length 51 87
Avg. #words/caption 10.08 10.94

Table 2: Training set statistics of the captions of the
memes

set, which contains a total of 483 memes with code-
mixed captions. Moreover, it is also illustrate that
the ‘Not-Hate’ class has a higher number of words
and unique words than the ‘Hate’ class. However,
the average caption length is almost identical in
both classes. Apart from this, we carried out a
quantitative analysis using the Jaccard similarity in-
dex to figure out the fraction of overlapping words
among the classes. We obtained a score of 0.391,
indicating that some common words exist between
the classes.

4 Methodology

Several computational models have been explored
to identify hateful memes by considering the single
modality (i.e., image, text) and the combination
of both modalities (image and text). This section
briefly discusses the methods and parameters uti-
lized to construct the models.

4.1 Baselines for Visual Modality

This work employed convolutional neural networks
(CNN) to classify hateful memes based on visual
information. Initially, the images are resized into
150× 150× 3 and then driven into the pre-trained
CNN models. Specifically, we curated the VGG19,
VGG16 (Simonyan and Zisserman, 2015), and
ResNet50 (He et al., 2016) architectures that fine-
tuned on MUTE dataset by using the transfer learn-
ing (Tan et al., 2018) approach. Before that, the
top two layers of the models are replaced with a
sigmoid layer for classification.

4.2 Baselines for Textual Modality

For text based hateful memes analysis, various deep
learning models are employed including BiLSTM
+ CNN (Sharif et al., 2020), BiLSTM + Attention
(Zhang et al., 2018a), and Transformers (Vaswani
et al., 2017).

BiLSTM + CNN: At first, the word embedding
(Mikolov et al., 2013) vectors are fed to a BiLSTM
layer consisting of 64 hidden units. Following this,
a convolution layer with 32 filters with kernel size
two is added, followed by a max-pooling layer to
extract the significant contextual features. Finally,
a sigmoid layer is used for the classification. The
final time steps output of the BiLSTM network
provides the contextual information of the overall
text.

BiLSTM + Attention: We applied the additive
attention (Bahdanau et al., 2015) mechanism to
the individual word representations of the BiLSTM
cell. The CNN is replaced with an attention layer.
The attention layer tries to give higher weight to the
significant words for inferring a particular class.

Transformers: Pretrained transformer models
have recently obtained remarkable performance in
almost every NLP task (Naseem et al., 2020; Yang
et al., 2020; Cao et al., 2020). As the MUTE con-
tains cross-lingual text, this work employed three
transformer models, namely Multilingual Bidirec-
tional Encoder Representations for Transformer
(M-BERT (Devlin et al., 2019)), Bangla-BERT
(Sarker, 2020), and Cross-Lingual Representation
Learner (XLM-R (Conneau et al., 2020)). All the
models are downloaded from HuggingFace1 trans-
former library. We follow their preprocessing 2 and
encoding technique for preparing the texts. The
transformer models provide a sentence represen-
tation vector of size 768. This vector is passed to
a dense layer of 32 neurons, and then using the
pre-trained weights, models are retrained on the
developed dataset with a sigmoid layer.

4.3 Baselines for Multimodal Data

In recent years, joint evaluation of visual and tex-
tual data has proven superior in solving many com-
plex NLP problems (Hori et al., 2017; Yang et al.,
2019; Alam et al., 2021). This work investigates the
joint learning of multimodal data for hateful memes

1https://huggingface.co/
2https://huggingface.co/docs/tokenizers/index
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classification. For multimodal feature representa-
tion, we employed the feature fusion (Nojavanas-
ghari et al., 2016) approach. In earlier experiments,
all the visual and two textual (i.e., Bangla-BERT
and XLM-R) models are used to construct the mul-
timodal models. For the model construction, we
added a dense layer of 100 neurons at both modality
sides and then concatenated their outputs to make
combined visual and textual data representations.
Finally, this combined feature is passed to a dense
layer of 32 neurons, followed by a sigmoid layer
for the classification task.

5 MUTE: Benchmark Evaluation

The training set is used to train the models, whereas
the validation set is for tweaking the hyperparame-
ters. We have empirically tried several hyperparam-
eters to obtain a better model’s performance and
reported the best one. The final evaluation of the
models is done on the test set. This work selects
the weighted f1-score (WF) as the primary metric
for the evaluation due to the class imbalance na-
ture of the dataset. Apart from this, we used the
class weighting technique (Sun et al., 2009) to give
equal priority to the minority class (hate) during
the model training.

5.1 Results
Table 3 illustrates the outcome of the visual, textual,
and multimodal models for hateful memes classifi-
cation. In the case of the visual model, ResNet50
obtained the maximum WF of 0.641. For the text
modality, the B-BERT model obtained the high-
est WF (0.649). The outcomes of the other tex-
tual models (i.e., BiLSTM + Attention, BiLSTM
+ CNN, and XLM-R) are not exhibited significant
differences compared to the best model (B-BERT).

Approach Models P R WF

Visual
VGG19 0.594 0.579 0.584
VGG16 0.636 0.644 0.638
ResNet50 0.643 0.639 0.641

Textual

BiLSTM + CNN 0.617 0.663 0.608
BiLSTM + Attention 0.647 0.653 0.642
M-BERT 0.627 0.644 0.620
B-BERT 0.645 0.658 0.649
XLM-R 0.646 0.656 0.648

Multimodal

VGG19 + B-BERT 0.639 0.649 0.641
VGG16 + B-BERT 0.676 0.670 0.672
ResNet50 + B-BERT 0.606 0.620 0.609
VGG16 + XLM-R 0.594 0.581 0.586
VGG19 + XLM-R 0.515 0.605 0.489
ResNet50 + XLM-R 0.651 0.600 0.604

Table 3: Performance comparison of the visual, textual,
and multimodal models on the test set. Where P, R,
WF denotes precision, recall and weighted f1-score,
respectively.

On the other hand, with the multimodal informa-
tion, the outcomes of the models are not improved.
Almost all the models’ WF lies around 0.60 except
the VGG19 + B-BERT model (0.641). However,
the VGG16 + B-BERT model outperformed all the
models by achieving the highest weighted WF of
0.672, which is approximately 2% higher than the
best unimodal model of B-BERT (0.649).

5.2 Error Analysis

We conducted a quantitative error analysis to inves-
tigate the model’s mistakes across the two classes.
To illustrate the errors, the number of misclassified
instances is reported in Figure 2 for the best uni-
modal (ResNet50 and B-BERT) and multimodal
(VGG19 + B-BERT) models. It is observed that
the misclassification rate (MR) is increased ≈10%
and decreased ≈9% from visual to textual model,
respectively, for the ‘Hate’ and ‘Not-Hate’ classes.
However, the joint evaluation of multimodal fea-
tures significantly reduced the MR to 38% (from
44% and 54%) in the Hate class and thus improved
the model’s overall performance. Though the mul-
timodal model showed superior performance com-
pared to the unimodal models, there is still room
for improvement. We point out several reasons
behind the model’s mistakes. Among them, identi-
cal words in different written formats (code-mixed,
code-switched) made it difficult for the model to
identify accurate labels. Moreover, the discrep-
ancy between some memes’ visual and textual in-
formation creates confusion for the multimodal
model. Indeed, these are some significant factors
that should be tackled to develop a more sophisti-
cated model for Bengali hateful memes classifica-
tion.

Figure 2: Miss-classification rate across two classes by
different models.
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6 Conclusion

This paper presented a multimodal framework for
hateful memes classification and investigated its
performance on a newly developed multimodal
dataset (MUTE) having Bengali and code-mixed
(Bangla + English) captions. For benchmarking the
framework, this work exploited several computa-
tional models for detecting hateful content. The key
finding of the experiment is that the joint evaluation
of multimodal features is more effective than the
memes’ only visual or textual information. More-
over, the cross-lingual embeddings (XLM-R) did
not provide the expected performance compared to
the monolingual embeddings (Bangla-BERT) when
jointly evaluated with the visual features. The er-
ror analysis reveals that the model’s performance
gets biased to a particular class due to the class
imbalance. In future, we aim to alleviate this prob-
lem by extending the dataset to a large scale and
framing it as a multi-class classification problem.
Secondly, for robust inference, advanced fusion
techniques (i.e., co-attention) and multitask learn-
ing approaches will be explored. Finally, future
research will explore the impact of dataset sam-
pling and do some ablation study (i.e., experiment-
ing with only English, only Bangla, code-mixed,
and code-switched text) to convey valuable insights
about the models’ performance.
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Abstract

Neural Machine Translation (NMT) has cur-
rently obtained state-of-the-art in machine
translation systems. However, dealing with
rare words is still a big challenge in translation
systems. The rare words are often translated
using a manual dictionary or copied from the
source to the target with original words. In this
paper, we propose a simple and fast strategy
for integrating constraints during the training
and decoding process to improve the transla-
tion of rare words. The effectiveness of our
proposal is demonstrated in both high and low
resource translation tasks, including the lan-
guage pairs: English→ Vietnamese, Chinese
→Vietnamese, Khmer→Vietnamese, and Lao
→ Vietnamese. We show the improvements of
up to +1.8 BLEU scores over the baseline sys-
tems.

1 Introduction

Neural Machine Translation (NMT) (Cho et al.,
2014; Sutskever et al., 2014; Vaswani et al., 2017)
has recently shown impressive results compared to
Statistical Machine Translation (SMT) (Wu et al.,
2016; Klein et al., 2017). However, NMT systems
still have great challenges (Koehn and Knowles,
2017), in that, addressing rare words is one of
them. Due to NMT that has tended to bias in high-
frequency words, low-frequency words have little
chance of being considered in the inference process.
To tackle this problem, some previous works have
proposed various strategies to augment translation
of low-frequency words. Typically, Luong et al.
(2015a) demonstrate the effectiveness of NMT sys-
tems by replacing rare words by special symbols
such as unk1, unk2, ..., unki in the sentence. They
use an aligned dictionary to map between an unki
in the source sentence and an other unkj in the
target sentence. This approach tends to raise ambi-
guity in context of sentence as shown in (Sennrich
et al., 2016). In addition, Sennrich et al. (2016)

suggest for applying Byte Pair Encoding (BPE)
(Gage, 1994) to NMT systems. This technique sig-
nificantly reduces the vocabulary size and shows
substantial improvements on performance transla-
tion, and it is widely applied for almost all transla-
tion systems nowadays. Following this approach, a
rare word will be split into sub-words and the sen-
tence context is still preserved, nevertheless, other
new rare words can be also generated. Moreover,
this segmentation could make it more difficult to
discover original rare words from their sub-words.

To overcome this issue, Vinyals et al. (2015) pro-
pose pointer networks which automatically copy
rare-words from the source sentence into the target
sentence. To achieve this aim, they integrate a copy
probability to the output distribution with a copy co-
efficient learnt during the training process. There
are also some other variances of these networks
such as (Gulcehre et al., 2016; Pham et al., 2018;
Song et al., 2019). However, these techniques of-
ten copy only a part of rare words when they are
separated into sub-words, and we find that they do
not have benefit in the data sparsity situation.

Inspired by above pointer networks, we propose
a simple and fast idea for representing the output
probability distribution, though our strategy does
not require learning any additional weights. Be-
sides, we leverage neighboring words to identify
the suitable position of translation in the source
side that corresponds to a rare word in the target
side when it has the wrong attention. The proposal
is only performed during the inference process,
therefore, it does not affect the training. Our ex-
periments show the improvements overcoming the
baseline systems.

The background of NMT is shown in 2. The de-
tail of our method is described in section 3, experi-
ments and results are shown in section 4. Finally,
the related work is presented in section 5.
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2 Neural machine translation

The goal of NMT systems is to translate a source
sentence x = x1, ..., x|x| to a target sentence y =
y1, ..., y|y |. NMT has suggested in (Cho et al.,
2014; Sutskever et al., 2014) with recurrent neu-
ral networks (RNNs) which use GRU (Gated Re-
current Unit) or LSTM (Long Short Term Mem-
ory) for handling the memory context of long sen-
tences. However, these networks face the diffi-
culty of parallel computations during the training
process. Vaswani et al. (2017) presents the Trans-
former model to overcome this issue, which has
shown the state-of-the-art in current NMT systems.
The probability P (y|x, θ) indicate a NMT model
(Vaswani et al., 2017) parameterized by θ. During
the training process, parameters are optimized by
minimizing the maximum likelihood of the sen-
tence pairs:

L(y|x, θ) =
1

|y|

|y|∑

k=1

logP (yt|y<t, x,θ), (1)

in there, y<t is a partial translation.

Self-Attention In the Transformer architecture,
both Encoder and Decoder are stacks of I identical
layers, each layer contains number heads of self-
attention to learn context representations.

attn(Q,K, V ) = softmax(
QKT

√
d

)V, (2)

where K (key), Q (query), V (value) are vectors
which present the hidden states of tokens in the
input sequences and d is the size of hidden states.

Attention mechanism in Transformer between
the source sentence and the target sentence is a
variance of the attention proposed by Luong et al.
(2015b). Its presentation is the same as in 2, how-
ever, keys and values are representations of the
source sentence while queries are those of the tar-
get sentence.

3 Rare words Translation

This section will present details of steps in our
method to enhance the translation system.

Tagging data In the first place, we use Giza++1

to align between source and target sentences. Sec-
ondly, a dictionary will be generated from the align-
ment table. Finally, We tag a special token for rare

1https://github.com/moses-smt/giza-pp

words in both source and target sentences as in the
Figure 1. In our experiments, words that have a
frequency below 4 are considered as rare words.
Each rare words is inside a pair of "#". We hope
that these tokens will help translation systems de-
tect rare words during the training and decoding
process.

Inference Inspired by the pointer network
(Vinyals et al., 2015)

Poutput(y|x,θ) = α ∗ Pg + (1− α) ∗ Pc, (3)

where, α is a copy factor which is learnt during
the training, Pg is the normal output distribution of
the model while Pc is the copy distribution which
presents the target-to-source attention weights to in-
dicate which tokens will be copied from the source
sentences to the target sentence. There are also
some variants of Pc in previous works (Vinyals
et al., 2015; Gulcehre et al., 2016; Song et al., 2019;
Pham et al., 2018). However, because the copy fac-
tor α is automatically learnt in the training, there-
fore, it may be not good enough in data sparsity
situations to perform the given aim, and this may
lead to wrong predictions for both rare words and
non rare words.

To address this issue, we fix the copy factor α
to constants during the inference process. Base on
tagged labels as mentioned above to the detection
rare words, we set α to 1 after detecting the token
"#" that mark the start position of each rare word in
the step ith, otherwise, it is set to 0 when the other
stop token "#" is discovered.

Heuristic Due to the systems that could attend to
the translation of a rare word in the target side to the
wrong translation in the source side may contain
many rare words. In this issue, around words are
also used to support the inference process discover-
ing the best suitable position of the corresponding
translation in the source sentence. To implement
this idea, we define a heuristic function scoreij to
estimate alignment weight between each rare word
ith in the target side and the rare word jth in the
source side during the inference process as in the
formula 4.

scoreij = β∗
∑

Pswkj
+γ∗

∑
P#mj

+ϵ∗
∑

Palj

(4)
where Pswkj

is the attention weight between the
sub-word kth of the rare word ith in the target side
and the rare word jth in the source side. Similarly,
P#mj

is the attention weight of the token "#" mth
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Figure 1: A illustration of our method: the rare word "bệnh đậu mùa khỉ (猴痘)" is put on a pair of "#", the non rare
word "triệu trứng" is used to support the inference process detecting the suitable position of translation in the source
side. The α is a copy factor which is described in the formula 3

.

that starts or ends the rare word ith, and Palj is the
attention weight of the around word lth of the rare
word ith. In the experiment, we only consider two
content words that are nearest to the rare word ith,
in which, one word before and another one after
the the rare word i. Pswkj

, P#mj
, and Palj will

assigned to 1 if they attend to the rare word jth in
the source side, otherwise, they are 0. Besides, β,
γ and ϵ are constants, in our experiments, both β
and γ are the same value and they are assigned to
0.4 while ϵ is 0.2.

The rare word jth in the source side that has the
highest score corresponding to the rare word ith in
the target side will be chosen as the its best trans-
lation. Our algorithm is detailed in the Algorithm
1.

Thus, at each step nth, the cross attention
weights will be computed for each target token. We
utilize head 0 with layer 0 in order to evaluate these
attentions .To save time, we employ "Cache Main-
tenance" strategy inspired by (Yan et al., 2021) to
archive Qt, Kt, Vt, and attnt in beam search.

4 Experiments

This section presents our implementation of the
translation systems. Our method show the effi-
ciency of both bilingual and multilingual transla-
tion systems. The SacreBLEU score (Post, 2018)2

is employed to evaluate the quality translation.
2https://github.com/mjpost/sacrebleu

4.1 Datasets and Training System

Datasets and Pre-processing We use different
datasets from KC4.0 UET (Nguyen et al., 2022),
Hugging Face3, and Asian Language Treebank4

(ALT) corpus. For all parallel corpus collected
from Hugging Face, we filter and remove poor
quality sentence pairs using LASER5.

For all experiments, the development and test
sets from the Asian Language Treebank (ALT) cor-
pus are utilized for early stop and evaluate the
efficiency of our strategy. The development set
includes 1000 sentence pairs while the test set con-
tains 1018 other ones.

To generate alignment dictionaries for tagging
rare words, we use various segmentation tool for
each language: pkuseg6 for Chinese texts, laoNLP7

for Laos texts, khmernltk8 for Khmer texts, and
moses9 tokenizer for English and Vietnamese texts.

3https://huggingface.co
4https://www2.nict.go.jp/astrec-att/

member/mutiyama/ALT/
5https://github.com/facebookresearch/

LASER
6https://github.com/lancopku/

pkuseg-python
7https://github.com/wannaphong/LaoNLP
8https://github.com/VietHoang1512/

khmer-nltk
9https://github.com/moses-smt/

mosesdecoder/tree/master/scripts
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Algorithm 1: Finding the suitable position
in the source sentence for a target rare word
Input :
attn_cache contains cross attentions,
marked_src_sent: marks the position of
the rare word,

word_query: the translation of the rare
word in target sentence including special
token "#".

Output :The best candidate correspond to
rare word

Pswkj
, P#mj

, Palj = {0} // Initial with

0 and their size is number of the

rare words.

p_words = spm(word_query) // the

number of sub words of word query.

/* Compute Pswkj: */

for i← 0 to n− 1 do
piece = p_words[i]
attn_pos = arg_max(attn_cache[piece])
rare_word = marked_src_sent[attn_pos]
if rare_word is not equal 0 then

Pswkj
[rare_word-1] += 1

end
end
/* Compute P#mj: */

for i← 0 to 2 do
// Two "#" nearest the rare word

attn_pos = arg_max(attn_cache[#i])
rare_word = marked_src_sent[attn_pos]
if rare_word is not equal 0 then

P#mj
[rare_word-1] += 1

end
end
/* Compute Palj: */

neighbor_word = get_neighbor(word_query)
// get two nearest neighbor words

while neighbor_word ̸= None do
pos = attn_cache[neighbor_wordi]
attn_pos = arg_max(pos)
rare_word = find_nearest(attn_pos)
// Find the nearest rare word

from attention position

if rare_word is not equal 0 then
Palj [rare_word-1] += 1

end
end
scoreij = β ∗ Pswkj

+ γ ∗ P#mj
+ ϵ ∗ Palj

rare_word = arg_max(scoreij)
return rare_word

No. Lang Size Source

1 Zh-Vi
500k KC4.0 UET
2M HuggingFace
18k ALT

2 Lo-Vi 150k KC4.0 UET
18k ALT

3 Km-Vi 150k KC4.0 UET
18k ALT

4 En-Vi 2.6M HuggingFace

Table 1: The statistics of parallel datasets are used in
our experiments.

For bilingual systems, we apply sentencePiece10

(Kudo and Richardson, 2018) with split-digit op-
tion and 32K joint merge operations for the original
texts in all languages. We estimate our proposed
in the Chinese→ Vietnamese pair including 150K
sentence pairs which extracted from KC4.0 UET
corpus in the low-resource issue and 2.5M which
are concatenated from Hugging Face and KC4.0
UET corpus in the higher resource situation.

For the multilingual system, we mix all the par-
allel corpus as described in table 1 and gain ap-
proximately 5M5 sentence pairs. The texts from
the baseline systems are tagged for rare words as
described in the section 3.

System and training We implement our base-
line NMT systems using the framework ViNMT11

(Quan et al., 2021). All settings are the same for
both bilingual and multilingual systems. The train-
ing system includes 6 layers for both encoder and
decoder, the sizes of hidden states and embedding
is 512, the number of heads are 8. The Adam Opti-
mizer is used to optimize parameters of the whole
model with the initial learning rate is 1e-3. The
size of each mini-batch is 64 sentence pairs. The
other settings are the defaults of ViNMT.

To apply our ideas to the NMT system, we mod-
ify the baseline architecture following the steps in
the section 3. Besides, the baseline architecture is
also reformed as in Song et al. (2019) for compari-
son purpose.

All systems are trained until they gain conver-
gence on the development set. The best model in
terms of unigram accuracy on the validation set is
used to translate the test set with beam size of 4.

10https://github.com/google/
sentencepiece

11https://github.com/KCDichDaNgu/KC4.0_
MultilingualNMT
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4.2 Results
The practical results are presented in Table 2 and
Table 3.

Bilingual systems Our baseline systems have
achieved 18.1 and 28.1 BLEU scores on two
datasets. To estimate the efficiency of our method,
the other strategy for dealing with the rare words
in Song et al. (2019) are performed in our experi-
ments. Our proposal overcomes both the baseline
system and Song’s system Song et al. (2019), and
they have gained improvements of +0.2 and +1.0
BLEU scores in both two datasets.

No. Systems 150K 2.5M
1 Baseline 18.1 28.1
3 Song et al. (2019) 17.5 28.0
4 Our proposal 18.3 29.1

Table 2: BLEU scores on ALT test set for bilingual
systems for the Chinese→ Vietnamese translation task
when applying our method.

Multilingual system To further investigate the
efficiency of our proposal, we train a multilingual
system "many to one" from English (En), Chinese
(Zh), Laos (Lo), and Khmer (Km) to Vietnamese.
The result is shown in the Table 3.

No. Lang Baseline Our proposal
1 En-Vi 32.4 34.0 (+1.6)
2 Zh-Vi 28.0 29.8 (+1.8)
3 Lo-Vi 24.4 25.1 (+0.7)
4 Km-Vi 28.9 29.2 (+0.3)

Table 3: The BLEU scores for the multilingual transla-
tion system

Our method has achieved significant improve-
ments on almost translation tasks. In particular, it
gains +1.6 BLEU scores for English→Vietnamese
translation, and + 1.8 BLEU points for Chinese→
Vietnamese translation. The translation task Laos
→ Vietnamese obtains +0.7 BLEU scores while it
only acquires +0.3 BLEU points for the Khmer→
Vietnamese translation task.

5 Related Work

Dealing with rare words has investigated by many
previous works in machine translation. Tsvetkov
and Dyer (2015) employed a model of lexical bor-
rowing to enhance SMT systems. However, this
approach claim extraction of complex features such

as phonetic and semantic features, or pre-trained
SMT systems, and it is difficult to apply to NMT
systems. Jean et al. (2015) used a large vocabulary
to solve the rare words but this increases parame-
ters and leads to augmentation the size of models
and rare words still exist. Some other works require
additional resources to tackle rare words such as
Trieu (2016) exploited word similarity, or Ngo et al.
(2019) utilize synonyms to advance translation sys-
tems. Luong et al. (2015a) employed special sym-
bols to present rare words or unknown words but
this tend to increase the ambiguous of sentence con-
text. Sennrich et al. (2016) applied BPE algorithm
to separate rare words into sub-words, however,
new sub-words are again generated. Furthermore,
Vinyals et al. (2015) suggested point networks al-
low to copy automatically rare words from source
side to the target side with learning supplemental
parameters, and in some case, it has only a part of
rare words (sub-words) are copied. This approach
is also considered in recent studies Gulcehre et al.
(2016); Song et al. (2019); Pham et al. (2018).

Our proposal also relies on the idea of point
networks, nevertheless, we fix the copy factor to a
constant. Besides, we leverage neighbouring words
to specify the best position of the rare word in the
source side that corresponds to the one in the target
side.

6 Conclusion

In this work, we propose a simple and fast method
to improve the translation quality for rare words.
Our technique does not require training supplemen-
tal parameters, and this strategy is only performed
in the inference process, therefore, the training
time does not change. In the future, we would
like to consider more neighbouring words around
rare words for selecting position to improve the
quality of translation tasks.
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Abstract

Writing computer programs is a skill that re-
mains inaccessible to most due to the barrier
of programming language (PL) syntax. While
large language models (LLMs) have been pro-
posed to translate natural language pseudocode
to PL code, they are costly in terms of data and
compute. We propose a lightweight alterna-
tive to LLMs that exploits the property of code
wherein most tokens can be simply copied from
the pseudocode. We divide the problem into
three phases: Copy, Generate, and Combine. In
the Copy Phase, a binary classifier is employed
to determine and mask the pseudocode tokens
that can be directly copied into the code. In
the Generate Phase, a Sequence-to-Sequence
model is used to generate the masked PL code
equivalent. In the Combine Phase, the gener-
ated sequence is combined with the tokens that
the Copy Phase had masked. We show that our
C3PO models achieve similar performance to
non-C3PO models while reducing the computa-
tional cost of training as well as the vocabulary
sizes.

1 Introduction

In recent years, computer programs have found
applications in almost every field, from scientific
to artistic fields. The demand and cost for pro-
grammers have gone up because writing code is a
specialised skill. Although people may be able to
describe the functionality of the required code, the
syntax of a programming language serves as a bar-
rier to writing code (Denny et al., 2011). Recently
there has been an increase in Low-Code applica-
tions that only require the functionality of code to
be specified as pseudocode in Natural Language
(NL), which is then translated to source code in a
Programming Language (PL). Pseudocode enables
people unfamiliar with a PL’s syntax to write the
functionality of the required code in NL, and al-
lows programmers to write PL-independent code,
which emphasizes functionality over syntax.

Translating pseudocode to code is cumbersome
due to the complex structures of programs that
result from their syntax, semantics and logic. Ex-
isting state-of-the-art Pseudocode-to-Code trans-
lators, like Codex (Chen et al., 2021), which is
used to power GitHub Copilot (GitHub, 2021), and
CodeT5 (Wang et al., 2021), are being powered
by complex transformer LLMs like GPT-3 (Brown
et al., 2020) and T5 (Raffel et al., 2020) respec-
tively. They are pre-trained on very large code
datasets like CodeSearchNet (Husain et al., 2019)
and CodeXGLUE (Lu et al., 2021). While these
transformer architectures are good at generalizing
to many downstream PL-related tasks, they require
high-performance computational resources, large
amounts of data, and significant time to train.

Our contributions are as follows: we propose
C3PO (Computationally efficient Copying mech-
anism for Conversion from Pseudocode to cOde),
a lightweight alternative to the current translators.
We exploit the property of code wherein a large
number of tokens (like identifiers and variable
names) are present in both pseudocode and its cor-
responding PL code. These tokens can therefore be
simply copied into the resultant PL code translation.
The remaining tokens can then be generated based
on PL syntax. We divide the task of pseudocode to
code translation into three phases: the Copy Phase,
Generate Phase and the Combine Phase.

In the Copy Phase, we use a Decision Tree Clas-
sifier to decide whether each token in the pseu-
docode needs to be copied or translated. In the Gen-
erate Phase, a Sequence-to-Sequence (Seq2Seq)
model takes in a pseudocode sequence, in which the
tokens that can be copied are masked, and generates
a masked PL sequence. In the Combine Phase, the
generated masked PL code is unmasked with the ap-
propriate true pseudocode tokens. C3PO has been
trained on the SPoC dataset (Kulal et al., 2019),
which consists of human-written pseudocode lines
in English with their corresponding C++ code lines.
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Figure 1: An illustrative example of pseudocode being translated to C++ code during training. The pseudocode
and code are tokenized (P and C) and preprocessed together to get the truth-label for training the Copy Classifier.
The binary tag sequence (T ) is used to mask the tokens (Pmasked) and generate the masked code sequence (Cmasked).
This is finally combined with the copied tokens from the input P , to result in the translation Combined.

2 Related Work

2.1 Pseudocode to Code translation

There have been many approaches taken to trans-
late natural language input into a programmatic
context. Some of the earlier works like Seq2SQL
(Zhong et al., 2017) focused on the simpler task
of generating SQL queries, where the query was
segmented into its constituent parts (like SELECT,
WHERE) with separate objectives for each part.

Kulal et al. (2019) approached the task as a
search-based line-by-line translation task using
LSTM Seq2Seq. With the introduction of large cor-
pora for code (Lu et al., 2021), transformer archi-
tectures like Code-T5 (Wang et al., 2021), Codex
(Chen et al., 2021) and CodeGen (Nijkamp et al.,
2022) have been pre-trained on various objectives
to generalize to various code related downstream
tasks such as Code Generation and Summarization.
While these facilitate fine-tuning, they require a lot
of computational resources for training as well as
inference.

There have also been approaches to translating
code using code search techniques rather than syn-
thesising code (Feng et al., 2020), (Neelakantan
et al., 2022). These approaches generate embed-
dings using a variation of the BERT encoder and
then use similarity metrics to search for the most se-
mantically similar code from a corpus of code such
as CodeSearchNet (Husain et al., 2019). For an-
other such BERT model (Norouzi et al., 2021), the
authors also proposed two new evaluation metrics
namely copy accuracy and generation accuracy,
and maximise each of these separately.

2.2 Copying Mechanism

CopyNet (Gu et al., 2016) describes a copy mecha-
nism for natural language text, where the decoder
in a Seq2Seq model is modified to probabilisti-
cally predict words from either the copy-mode
or generate-mode. A related methodology called
Pointer Networks (Vinyals et al., 2015) uses the
attention mechanism to create pointers to the in-
put words. The deobfuscation objective in DOBF
(Roziere et al., 2021) provides an alternative to
masked language modelling (MLM) for identifier
names during pre-training.

3 Problem Definition

As we handle the task on a line-by-line basis, the
task can be formulated as follows: The input sen-
tence consists of a sequence of m pseudocode to-
kens P = P1, P2...Pm, and the objective is to trans-
late this into its corresponding sequence of n code
tokens C = C1, C2, ...Cn. We additionally split
the pseudocode tokens P into 2 sets of tokens —
Pcpy and Pgen — where P = Pcpy ∪ Pgen.

The main idea for the copying mechanism stems
from the fact that a good number of the code tokens
(identifier names, constants and keywords) in the
code translation are also present in the pseudocode
input. Since such tokens can be simply copied into
the translation, generating them from a Seq2Seq
model is not necessary. Such tokens are referred
to as the set of copied tokens denoted by Pcpy. In
the SPoC dataset, we observed that the mean ratio
of copied tokens to sequence length in pseudocode
was around 60%.
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Pseudocode Ground-Truth Code Generated Code
if x is even if(x % 2 == 0) if(x % 2 == 0)
n,b = integers with b=0 int n, b=0; int n, b=0;
while read n while(cin >> n) while n cin >> ;
print "NO" cout << "NO" << endl; cout << "NO" << "\n";

Table 1: Examples of pseudocode, corresponding true code and generated code (correct in green, wrong in red)

The tokens that are not common to the pseu-
docode and code, referred to as the set of generated
tokens and denoted by Pgen, describe code func-
tionality in natural language and would have to be
generated by a Seq2Seq model. For instance the
token read will correspond to cin in C++.

4 Methodology

We devise a three-stage solution, which we call
C3PO, to the above-defined problem. The three
phases – Copy, Generate and Combine – are de-
fined in an attempt to reduce the complexity of the
model. The stages of C3PO are illustrated with an
example in Fig. 1.

4.1 Copy Phase
We use a Binary Classifier to determine which to-
kens in the pseudocode are present in the code. For
each token Pi in the pseudocode input, the binary
classifier would discriminate which type of token it
is – whether the token can be copied into the code
output (Pi ∈ Pcpy), or whether it would have to be
generated by the Seq2Seq model (Pi ∈ Pgen).

The binary classifier acts as a tagger on the pseu-
docode, generating a tag sequence. We define two
different representations for the tag sequence. The
first, named binary tag sequence (T ) is a binary
array – 1s referring to copied tokens, and 0s refer-
ring to generated tokens. An example of the binary
tag sequence is shown in the output of the Copy
classifier in Fig. 1.

The second, named masked tag sequence
(Pmasked) is a processed form of the input pseu-
docode sequence P . To facilitate this masking, we
assign a special token which we call the Copy Mask
Token, represented as [CPY]. We mask all tokens
that belong to set Pcpy by replacing such tokens
with the [CPY] tag, before passing the sequence
as input to the Seq2Seq model.

4.2 Generate Phase
The masked tag sequence (Pmasked) is provided as
input to a Seq2Seq model, which would generate

the corresponding masked code output (Cmasked).
Cmasked is also masked with [CPY] tags when the
output corresponds to a token that was originally
masked in the pseudocode. The Seq2Seq model
would only influence the position of copied tokens
in the output code, and not the token itself.

4.3 Combine Phase

The generated masked code output (Cmasked)
needs to be transformed into actual code (C). To
simplify our model, we assume that the order in
which the masked tokens appear in the true code is
the same as the order in which they appear in the
final code, although this might not be the case at
all times. This is a fair assumption to make in most
cases as shown in Section 7.1. We replace only the
[CPY] tags in Cmasked directly with the copied
tokens in set Pcpy in their order of occurrence in P .
This simple combination of the two previous two
phases leads to the resultant translation.

5 Models and Experiments

5.1 Dataset

The SPoC dataset (Kulal et al., 2019) is used for
our experiments. It contains 18,356 C++ programs
and their human-authored pseudo-code in English
language. The dataset covers a wide variety of pro-
grams with multiple programs for a single problem
statement sourced from CodeForces contests.

5.2 Copy Model

For the copy phase, a decision tree is used
to predict whether or not each token gets di-
rectly copied into the code. The decision tree
was created using sklearn’s (Buitinck et al.,
2013) DecisionTreeClassifier API and
was trained on pseudocode (input) sequence from
the entire SPoC training dataset, as shown in Fig.
1. For every token in every sentence, the following
explicit features were passed as input to the tree:
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Figure 2: Average loss per epoch for the models and their 2 versions. (Left) Plot for Vanilla Seq2Seq versions,
(Right) Plot for Attention Seq2Seq versions

• Token and its length
• If the token is numeric or alphabetical
• If the token is alphanumeric
• If the token is a punctuation mark
• The previous 2 tokens in that sentence
• The next 2 tokens in that sentence

The target or ground-truth prediction (0 or 1) for
each token was generated by comparing the tokens
of pseudocode sequence P and code sequence C,
as a preprocessing step. If the current pseudocode
token Pi also appeared in C, the target for binary
tag sequence Ti would be 1. If it does not appear
in C, the target would be 0. During inference, only
the pseudocode sequence P is used and the features
are passed as input to the decision tree.

5.3 Generate Model

To test the validity of the C3PO copy mechanism,
it has been tested in conjunction with two dif-
ferent generate phase models – Vanilla Seq2Seq
(Sutskever et al., 2014) and Attention Seq2Seq
(Bahdanau et al., 2015). The models were built
using PyTorch (Paszke et al., 2019). We will not
review these popular architectures in detail.

For each generate model, two different versions
have been trained. The first version, referred to as
non-C3PO version, is trained on the non-masked
input P with the target C. The second version,
referred to as C3PO version, is trained with the
masked tag sequence Pmasked provided as input
with target Cmasked. The non-C3PO version pro-
vides a baseline to justify the C3PO version.

For the C3PO version, the input pseudocode vo-
cabulary (denoted by PVocmasked) is built after
masking the copied tags, hence the copied tokens
will not be included in the input vocabulary. This
reduces the input vocabulary size to 30% of the

original vocabulary size without masking (denoted
by PVoc). Similarly, the output code vocabulary
built after masking (denoted by CVocmasked), also
reduces the size to 20% of the original output vo-
cabulary size without masking (denoted by CVoc)
The vocabulary sizes are presented in Table 3

We additionally also experimented with C3PO
and non-C3PO versions of a Vanilla Transformer
model (Vaswani et al., 2017) trained from scratch.

5.4 Combine Model
To convert the C3PO model’s output into the re-
quired code output, the masked tokens in the
Cmasked need to be unmasked. This is achieved
by performing a one-to-one replacement of the
masked tokens in their order of occurrence in P . If
the model generates a [CPY] token, it is replaced
with Pj which corresponds to one of the tokens
in P that were masked (Pj ∈ Pcpy). If the model
generated any other token, it is left as is.

Combined i =

{
Pj Cmaskedi = [CPY]
Cmaskedi Cmaskedi != [CPY]

5.5 Experimental Setting
All our experiments were conducted using an
NVIDIA GTX 1650 GPU with 4 GB of VRAM.
The hyperparameters chosen for each Seq2Seq
model for optimal performance on the GPU are
as follows. For the Vanilla Seq2Seq models, an
embedding size of 300, an LSTM hidden state size
of 1024 and a batch size of 64 were chosen. For the
Attention Seq2Seq models, an embedding size of
100, an LSTM hidden state size of 256 and a batch
size of 32 were chosen. The hyperparameters were
kept consistent across both versions (non-C3PO
and C3PO) of each model. All models were trained
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Trainable Parameters Training Time BLEU
Model (Version) non-C3PO C3PO non-C3PO C3PO non-C3PO C3PO
Vanilla Seq2Seq 20.3 M 12.8 M 21 h 13 h 0.44 0.51
Attention Seq2Seq 4.5 M 2.5 M 12 h 7 h 0.75 0.69
Vanilla Transformer 18.7 M 11.7 M 13 h 10 h 0.01 0.19

Table 2: Comparing non-C3PO and C3PO versions of the two models, in terms of the number of trainable parameters
(in millions), training times (in hours) and BLEU score

for 100 epochs, using the Adam optimizer with
a learning rate of 0.001, Cross-Entropy loss and
teacher-forcing rate of 0.5.

For the Vanilla Transformer model, we used a
batch size of 32, an embedding size of 512, 8 at-
tention heads and 3 encoder and decoder layers
each.

6 Results

BLEU-4 score (Papineni et al., 2002) is chosen
as the evaluation metric and reported in Table 2,
along with the model’s training time and parame-
ters. Some example translations generated by the
C3PO model are demonstrated in Table 1.

The BLEU score for the non-C3PO version was
0.44 and for the C3PO was 0.51. Therefore we
can say that using the C3PO mechanism, the model
performed relatively better than the non-C3PO ver-
sion. As for the Seq2Seq with Attention model,
the BLEU score for the non-C3PO version is 0.75
and for the C3PO version is 0.69. In this case, the
non-C3PO version performs better, but it comes at
the cost of high training time and model size.

Further, we point out the significant difference
in the number of parameters, and hence the training
time, for both the versions in Table 2. The C3PO
version has significantly fewer parameters owing
to the decrease in vocabulary size. For the Vanilla
Seq2Seq, this is a win on two counts; it achieved a
higher BLEU score and it was more efficient.

The BLEU scores of the non-C3PO and C3PO
Transformers are 0.01 and 0.19, respectively. Since
transformers are data and compute-heavy architec-
tures and we trained them on limited resources,
they perform much worse than the RNN models.

In Fig 2, we can notice that in both Vanilla and
Attention models, the C3PO version converges
much faster than the non-C3PO version. This
would lead us to believe that the C3PO versions
would perform similarly, even if they were trained
for lesser epochs than the non-C3PO version. It

Version Pseudocode Code
non-C3PO version 6495 5647
C3PO version (ours) 1984 1080

Table 3: Input (pseudocode) and Output (code) vocabu-
lary sizes in the two versions

should also be noted that while the C3PO versions
perform similarly, if not better, than the non-C3PO
versions, they do so while using only 20% of the
original vocabulary for both inputs and outputs, as
shown in Table 3. This shows that the C3PO ver-
sions are both computationally efficient as well as
data-efficient.

7 Auxiliary Experiments

7.1 Numbered CPY tags
A possible problem with the C3PO is that the us-
age of the naive algorithm for combining in Section
5.4, assumes the order of copied tokens is the same
in both pseudocode and code. To handle this, an
attempt was made to use the Seq2Seq model it-
self to generate the CPY tags and put them in the
right order. Instead of using a single [CPY] token,
each unique variable was given a token [CPY_n],
where n is a unique number. For the example
in Fig 1, the Cmasked sequence would instead be
create integer [CPY1] [CPY2].

With numbered tags, the Vanilla Seq2Seq and
Attention Seq2Seq obtained BLEU scores of 0.54
and 0.66 respectively. As this is only a marginal dif-
ference from the initial results, numbering the tags
doesn’t offer a significant benefit. However, it is in-
teresting to note that the BLEU score increases for
Vanilla Seq2Seq but reduces for Attention Seq2Seq
when tags are numbered.

7.2 Pretrained CodeT5 model
A pretrained CodeT5 model was used on the text
data (without CPY tags). It was fine-tuned on our
data from 3 hours (4 epochs) using beam search.
The results were encouraging, with a BLEU score
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of 0.85. The disadvantage of this approach lies only
in its space and time complexity, which is suited
for large datasets and high-performance compute.
For computational efficient training on commodity
hardware and a small amount of data, the C3PO
versions of Attention and Vanilla Seq2Seq would
be the best choice.

8 Conclusion and Future Work

We have introduced C3PO, a copying mechanism
that emphasises computational and data efficiency.
The methodology exploited the property of code
where most tokens remain consistent across input
and output. By masking such tokens, the vocab-
ulary sizes are reduced significantly, which also
reduced the training times. In future works, the
method for filling masked tokens in output can be
improved to fill the tokens while handling cases
where the assumption that the order of masked to-
kens would remain consistent fails.
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Abstract
Methods addressing spurious correlations such
as Just Train Twice (JTT, Liu et al. 2021) in-
volve reweighting a subset of the training set to
maximize the worst-group accuracy. However,
the reweighted set of examples may potentially
contain unlearnable examples that hamper the
model’s learning. We propose mitigating this
by detecting outliers to the training set and re-
moving them before reweighting. Our experi-
ments show that our method achieves competi-
tive or better accuracy compared with JTT and
can detect and remove annotation errors in the
subset being reweighted in JTT.1

1 Introduction

Machine learning models trained with empirical
risk minimization (ERM, Vapnik 1992) can achieve
a high average accuracy by minimizing the over-
all loss during training. Despite this, ERM mod-
els are also known to perform poorly on certain
minority groups of examples. When specific at-
tributes in a dataset frequently co-occur with a
class label, ERM models often learn to correlate
the co-occurring attributes and the label, using the
attributes as “shortcuts” for classifying examples.
These “shortcuts” are also called spurious correla-
tions, because model performance can significantly
decrease when the model encounters examples that
belong to a minority group where the correlations
between the attributes and class label do not hold.

More specifically, each class in a dataset can be
divided by whether their examples contain such
spurious attributes. Each set of examples with a
class-attribute combination is called a “group”. The
worst group is characterized by having the poor-
est ERM model performance among other groups.
As an example, Figure 1 shows accuracy dispar-
ities among groups in the FEVER dataset. The

∗ This work was conducted during the author’s internship
under National Institute of Informatics, Japan.

1Our code is available at https://github.com/
nii-yamagishilab/jtt-m.
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Figure 1: Results for the FEVER test set (Thorne et al.,
2018; Schuster et al., 2021). The data are divided into
six groups in accordance with class-attribute combi-
nations, where class = {REFUTES (REF), SUPPORTS
(SUP), NOT ENOUGH INFO (NEI)} and attribute = {no
neg, neg}, indicating the presence of a negation word
in the claim. Both methods perform well on groups
with strong spurious correlations (e.g., [REF, neg]). Our
proposed method (JTT-m) helps improve accuracies for
groups where such spurious correlations do not appear
(e.g., [SUP, neg] and [NEI, neg]).

ERM-trained model can achieve close to perfect
accuracy on the group with a spurious correlation
(the REFUTES class with negation), but only half
the accuracy on the worst group (the SUPPORTS

class with negation).
Improving the worst-group performance of ERM

models while maintaining the overall accuracy is
an active topic of research that has applications
in fair machine learning classifiers or robustness
against adversarial examples (Słowik and Bottou,
2022). Methods aiming to maximize worst-group
accuracy can be roughly categorized into two cat-
egories: those that utilize group information and
those that do not. Group Distributionally Robust
Optimization (Group DRO, Sagawa et al. 2020)
uses attribute (and thus group) information during
training to dynamically minimize the loss of each
group. While Group DRO achieves a high worst-
group and overall accuracy, it requires annotation
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on group information during training, which can
be expensive to obtain and unavailable for less pop-
ular datasets. On the other hand, methods such
as DRO with Conditional Value-at-Risk (CVaR
DRO, Duchi et al. 2019; Levy et al. 2020), Learn-
ing from Failure (LfF, Nam et al. 2020), Predict
then Interpolate (PI, Bao et al. 2021), Spectral De-
coupling (SD, Pezeshki et al. 2021), Just Train
Twice (JTT, Liu et al. 2021), and RWY and SUBY
from (Idrissi et al., 2022) all aim to minimize worst-
group loss without group information.

CVaR DRO minimizes worst-case loss over all
subpopulations of a specific size and requires com-
puting the worst-case loss at each step. LfF trains
an intentionally biased model and upweights the
minority examples. PI interpolates distributions
of correct and incorrect predictions and can min-
imize worst-case loss over all interpolations. SD
replaces the L2 weight decay in the cross entropy
loss function with logits. RWY reweights sam-
pling probabilities so that mini-batches are class-
balanced. SUBY subsamples large classes so that
every class is the same size as the smallest class.
JTT simply obtains misclassified examples (the er-
ror set) from the training set once and upweights
the fixed set of erroneous examples. We focus on
JTT due to its simplicity and relative effectiveness
and because it does not require group information
for improving worst-group accuracy. While Idrissi
et al. (2022)’s SUBY and RWY also follow JTT in
improving worst-group accuracies, their methods
target only datasets with imbalanced classes, and
are not applicable to class-balanced datasets such
as MultiNLI (Williams et al., 2018).

We propose further enhancing JTT by removing
outliers from the error set before upweighting it.
The outliers might be examples that are difficult
to learn, such as annotation errors. Keeping them
from being upweighted allows the model to train on
a cleaner error set and thus better show the intended
effect of the original JTT. We focus on worst-group
performance caused by the spurious correlations
of negation words and evaluate on datasets sus-
ceptible to spurious correlations of this type. Our
experiments on the FEVER and MultiNLI datasets
show that our method can outperform JTT in terms
of either the average or the worst-group accuracy
while maintaining the same level of performance
for the other groups.

Our contributions are as follows. We devise a
method for improving worst-group accuracy with-

out group information during training based on
JTT (Section 3). We show that by removing out-
liers from the error set being upweighted, we can
achieve similar or better overall and worst-group
performance (Section 4.2). Our examination of the
outliers being removed also suggests that the im-
provement may come from removing annotation
errors in the upweighted error set (Section 4.3).

2 Background

Spurious correlations and minority groups

We investigate the spurious correlations occurring
in two natural-language datasets: FEVER (Thorne
et al., 2018) and MultiNLI (Williams et al., 2018).
The task for FEVER involves retrieving docu-
ments related to a given claim, finding sentences
to form evidence against the claim, and then clas-
sifying the claim on the basis of the evidence into
three classes: SUPPORTS (SUP), REFUTES (REF),
or NOT ENOUGH INFORMATION (NEI). We fo-
cus on improving the worst-group classification
performance for the final part of the task. The
task for MultiNLI is to classify whether the hy-
pothesis is entailed by, neutral with, or contra-
dicted by the premise. We use Schuster et al.
(2021)’s preprocessing of both datasets, contain-
ing 178,059/11,620/11,710 training/dev/test exam-
ples for FEVER and 392,702/9,832 training/test
examples for MultiNLI.

Attributes known to cause spurious correlations
for these datasets are negation words (Gururangan
et al., 2018) and verbs that suggest negating actions
(Schuster et al., 2019). We merge these two sources
of negation words into a single set: {no, never,
nothing, nobody, not, yet, refuse, refuses, refused,
fail, fails, failed, only, incapable, unable, neither,
none}. Each class can be split into two groups
based on whether each claim/hypothesis contains
a spurious attribute (i.e., the negation words listed
above). Models tend to perform well on groups
where the attributes are highly correlated with the
label. Groups where the correlation between the
label and the attribute does not hold are called mi-
nority groups or worst groups, since models often
fail to classify their examples correctly. For exam-
ple, the claim “Luis Fonsi does not go by his given
name on stage.”, labeled SUPPORTS, belongs to the
worst group [SUP, neg].

Table 1(a) shows that most claims containing
negation are from the class REFUTES. The rela-
tively small amount of examples from the groups
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No negation Negation

REF 27,575 (17.1%) 14,275 (86.3%) 41,850 (23.5%)
SUP 99,303 (61.5%) 1,267 (7.7%) 100,570 (56.5%)
NEI 34,633 (21.4%) 1,006 (6.0%) 35,639 (20.0%)

(a) FEVER

No negation Negation

Contr 88,180 (27.3%) 42,723 (61.2%) 130,903 (33.3%)
Ent 118,554 (36.7%) 12,345 (17.7%) 130,899 (33.3%)
Neut 116,185 (36.0%) 14,715 (21.1%) 130,900 (33.3%)

(b) MultiNLI

Table 1: Class and group distributions for (a) FEVER
and (b) MultiNLI training sets. Both datasets show
a high spurious correlation between the REF (Contr)
class and the attribute neg. Minority groups where the
spurious correlation does not hold are [SUP (Ent), neg]
and [NEI (Neut), neg].

(SUP, negation) and (NEI, negation) form the mi-
nority groups, where the ERM model performance
fails. A similar trend can be seen in Table 1(b).

Empirical Risk Minimization (ERM)
Let x ∈ X be a training example and y ∈ Y
be its label. Given a dataset D = {(xi, yi)}Ni=1,
ERM aims to minimize the average loss (“empiri-
cal risk”), defined as:

JERM(θ) =
1

N

∑

(x,y)∈D
ℓ(gθ(x), y), (1)

where N is the number of training examples, gθ(·)
is the model, and θ represents model parameters.
We use cross-entropy loss as the loss function:

ℓ(gθ(x), y) = −
∑

y∈Y
1{y = ŷ}log(pθ(ŷ|x)), (2)

where 1{·} is the indicator function, x represents
the input sentence pair (s1, s2), and y ∈ Y ={SUP,
REF, NEI} ({Ent, Contr, Neut} for MultiNLI).
We first encode the input sentence pairs with
BERT (Devlin et al., 2019) and feed the resulting
embedding e into a multi-layer perceptron (MLP)
followed by a softmax function for classification:

pθ(ŷ|x) = softmax(MLP(e)),
e = BERT(s1, s2).

(3)

Just Train Twice (JTT)
Liu et al. (2021) propose improving worst-group
performance by simply training with an up-

weighted error set. During the first round of train-
ing, the set of incorrectly classified training exam-
ples is identified via an ERM model. The training
error set E is then upweighted with a real and posi-
tive upweight factor λup ∈ R+, and a final model
is trained on the reweighted objective:

Jup(θ,E)

=
1

Nup

(
λup

∑

(x,y)
∈E

ℓ(gθ(x), y)+
∑

(x,y)
/∈E

ℓ(gθ(x), y)

)
,

(4)

where λup is a hyperparameter, and Nup is the size
of the training set after upweighting.

3 Proposed method

Even though the upweighted ERM error set can im-
prove worst-group accuracy, it is possible that the
error set contains unlearnable or out-of-distribution
(OOD) examples, e.g., annotation errors. When up-
weighting the entire error set, these examples will
get amplified along with the rest of the error set,
lessening the overall benefits of upweighting and
retraining.

We propose modifying the JTT algorithm by re-
moving outliers in the ERM error set before train-
ing the second time. We adopt a similar approach
from Lee et al. (2018) for detecting outliers. Let x
be the output of the penultimate layer (i.e., the last
layer before the logits) and belong to class y. First,
we calculate the Mahalanobis distance for each x
from the mean of each class y:

M(x) =
√
(x− µy)

⊤Σ−1
y (x− µy), (5)

where µy and Σy are the class mean and covari-
ance.2 The greater the distance of x is from µy, the
likelier it is to be an OOD example.

Then, we filter OOD examples by comparing
the calculated Mahalanobis distance against a chi-
squared distribution with a critical value α of 0.001
and a degree of freedom df :3

xi ∈
{
Sin if pi < α,

Sout if pi ≥ α,
(6)

2We compute Σy using the standard covariance maximum
likelihood estimate (MLE) implemented in scikit-learn.

3We select a value of df that yields the best worst-group
accuracy on the dev set.
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Correct, neg
Wrong, neg
Outlier, neg
Correct, no neg
Wrong, no neg
Outlier, no neg

Figure 2: T-SNE visualization of samples from the class
Entailment of the MultiNLI training set. Correct pre-
dictions of groups with and without negation (blue and
red) are quite well separated. Wrong predictions lie at
the top left, and outliers lie further away. Outliers are
detected by their Mahalanobis scores.

where Sin and Sout are the sets of in-distribution
and OOD training examples, and pi is the p-value
of the i-th example. We show the T-SNE visualiza-
tion in Figure 2.

Once the OOD examples are identified, we re-
move the subset of misclassified OOD examples
from the error set E, forming a new error set Ein:

Ein = {(xi, yi) s.t. ŷi ̸= yi ∧ xi /∈ Sout)}, (7)

which is then upweighted as per JTT:

Jup-in(θ,Ein)

=
1

Nup

(
λup

∑

(x,y)
∈Ein

ℓ(gθ(x), y)+
∑

(x,y)
/∈Ein

ℓ(gθ(x), y)

)
,

(8)

4 Experiments

4.1 Training details
We follow Sagawa et al. (2020); Liu et al. (2021);
Idrissi et al. (2022) in using different optimization
settings for different training methods to maximize
the validation accuracy. For ERM, we used the
AdamW optimizer (Loshchilov and Hutter, 2019),
linear learning rate decay, and a gradient clipping
of 1. For the first training of JTT, we used the SGD

optimizer without gradient clipping. The second
training used the same settings as those of ERM.

We used HuggingFace’s implementation (Wolf
et al., 2020) of BERT-base with default parameter
settings. For all methods, we used a batch size
of 32, initial learning rate of 2e-5, and we trained
them for 2 epochs. We tried df ∈ {4, 5, 6} and
λup ∈ {1, 2, 3, 4} and selected the values yielding
the best worst-group accuracy on the dev set. Since
no dev set is provided for MultiNLI, we tuned the
hyperparameters on FEVER and applied them to
MultiNLI.

4.2 Results

We compared our proposed method (referred to
as JTT-m, Eq. (8)) against two baselines: ERM
(Eq. (1)) and JTT (Eq. (4)). Table 2 shows the re-
sults for the average and worst-group performances
of various approaches.

As expected, ERM had the best average ac-
curacy but performed poorly on the worst group
across the two datasets. JTT and JTT-m had
improved performance on the worst group with
slightly decreased average accuracies on both
datasets compared with ERM. On FEVER, JTT-m
outperformed JTT in average accuracy while main-
taining the same worst-group [SUP, neg] accuracy.
On MultiNLI, JTT-m performed significantly bet-
ter on the worst group [Neut, neg] and maintained
the same average accuracy as JTT.

We also observed larger variations in the results
for FEVER. This is likely due to the smaller group
sizes in FEVER. The worst group of MultiNLI
[Neut, neg] accounted for around 3.5% of the test
set, while FEVER’s [SUP, neg] was only 0.5% of
the test set and was about 5 times lower than the
smallest group in MultiNLI in absolute numbers.
For the same reason, another minority group of
FEVER, [NEI, neg], also displayed a higher varia-
tion.

In addition, JTT-m slightly reduced training
time due to the smaller training set. Our Maha-
lanobis distance method detected 2,077 and 1,821
examples as outliers in the FEVER and MultiNLI
error sets. By eliminating these examples, we could
reduce the training time while achieving results
similar to or better than JTT.

4.3 Discussion

The improvements for the MultiNLI worst group
agree with our hypothesis: removing outliers from
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Dataset FEVER MultiNLI

Avg. (%) Worst (%) Avg. (%) Worst (%)

ERM 87.8±0.2 48.6±0.7 84.9±0.1 72.0±1.0

JTT 86.8±0.2 50.5±3.5 83.0±0.2 75.5±1.5

JTT-m 87.4±0.1∗ 50.2±2.8 83.0±0.3 77.3±0.4∗

Table 2: Average and worst-group test accuracies for all methods. The “Worst” column indicates the worst-group
accuracies on [SUP, neg] and [Neutr, neg] for FEVER and MultiNLI, respectively. We report mean and standard
deviation computed across five runs using different random seeds. “∗” indicates the statistical significance compared
with JTT (paired t-test, p < 0.05).

Group JTT JTT-m

[REF, no neg] 79.9±0.5 80.7±0.3

[REF, neg] 93.8±0.6 96.2±0.6∗

[SUP, no neg] 94.7±0.2 94.5±0.1

[SUP, neg] 50.5±3.5 50.2±2.8

[NEI, no neg] 82.5±0.5 83.0±0.3

[NEI, neg] 71.5±0.9 72.1±3.3

(a) FEVER

Group JTT JTT-m

[Contr, no neg] 82.8±0.7 82.8±1.0

[Contr, neg] 91.9±0.1 91.8±0.6

[Ent, no neg] 82.6±0.2 82.2±1.1

[Ent, neg] 79.5±0.5 78.9±1.9

[Neut, no neg] 81.2±0.6 81.7±0.8

[Neut, neg] 75.5±1.5 77.3±0.4∗

(b) MultiNLI

Table 3: Accuracies and standard deviations for each
group on (a) FEVER and (b) MultiNLI. “∗” indicates
statistical significance (paired t-test, p < 0.05).

the upweighted error set improves model perfor-
mance. As seen in Table 3, all other groups of
MultiNLI were either not affected by the removal
of outliers or showed insignificant changes. On
the other hand, removing outliers from the FEVER
error set seemed to have a larger effect on groups
other than the worst group [SUP, neg], especially
on [REF, neg] and [NEI, neg].

We examined the group-wise percentage of the
error-set OOD examples (i.e., the ones removed in
JTT-m) to see how each group may be affected by
the removal of their OOD examples (Figure 3). De-
spite the improvements in groups [REF, neg] and
[Neut, neg], few to no examples from these groups
were regarded as outliers by the Mahalanobis dis-

[REF, no neg] [REF, neg] [SUP, no neg] [SUP, neg] [NEI, no neg] [NEI, neg]
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Figure 3: Percentage of OOD examples in the error set
of each group. A large percentage of examples from
classes SUP and Ent are regarded as outliers. FEVER’s
SUP has a much higher percentage removed compared
with MultiNLI’s Ent. All other groups contain only less
than 1% of examples regarded as outliers.

tance method. Instead, groups of classes SUP and
Ent, whose performance does not improve when
outliers are removed, contained the highest percent-
age of OOD examples. This suggests that these
outliers can affect the model’s decision boundaries
among classes.

To investigate the properties of the OOD exam-
ples detected, we randomly sampled 100 examples
from Sin and Sout for both FEVER and MultiNLI.
For FEVER, we found 24 annotation errors in Sout,
much higher than the 1 annotation error in Sin.
For MultiNLI, Sout contained 10 annotation errors,
whereas Sin contained 4. We show a sample of the
annotation errors found in Table 4. This suggests
that (1) the Mahalanobis distance method can de-
tect at least a subset of annotation errors as outliers,
and (2) the improvements in either the group or
the overall performance may be partially due to the
removal of these annotation errors.
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Claim: Nice & Slow was released in 1968.
Evidence: "Nice & Slow" is a 1998 single from

Usher’s second album My Way.
Annotated label: SUPPORTS
Predicted label: REFUTES

(a) FEVER

Premise: So far, no promising treatments exist ac-
cording to Larry Gentilello.

Hypothesis: Larry Gentilello asserted that effective
treatments already exist, not just treat-
ments that hold promise.

Annotated label: Entailment
Predicted label: Contradiction

(b) MultiNLI

Table 4: Example of annotation errors from (a) FEVER
and (b) MultiNLI.

5 Conclusion

We have shown that the JTT algorithm can benefit
from pruning the error set before upweighting and
training a second time, improving worst-group ac-
curacy or overall accuracy on two popular datasets.
We also showed that annotation errors may occur in
the error set, hampering JTT’s effectiveness. These
annotation errors can be mitigated by detecting
and removing them with our Mahalanobis distance
method. Investigating the effects of using other
OOD-detection methods and finding a more effec-
tive way to tune the additional hyperparameters are
directions for our future work.
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Abstract

Multi-document summarization (MDS) is a
process of generating an informative and con-
cise summary from multiple topic-related doc-
uments. Many studies have analyzed the qual-
ity of MDS dataset or models, however no
work has been done from the perspective of
topic preservation. In this work, we fill the
gap by performing an empirical analysis on
two MDS datasets and study topic preservation
on generated summaries from 8 MDS mod-
els. Our key findings include i) Multi-News
dataset has better gold summaries compared to
Multi-XScience in terms of its topic distribu-
tion consistency and ii) Extractive approaches
perform better than abstractive approaches in
preserving topic information from source doc-
uments. We hope our findings could help de-
velop a summarization model that can generate
topic-focused summary and also give inspira-
tion to researchers in creating dataset for such
challenging task.

1 Introduction

Multi-document summarization (MDS) is a task
to produce an informative and concise summary
from multiple documents. In general, there are two
different approaches to MDS, which are extractive
and abstractive summarization (Ma et al., 2022).
Extractive summarization refers to methods that
select important sentences from input documents
and produce a summary. These methods perform
better at producing summary without grammatical
errors. On the other hand, abstractive summariza-
tion refers to methods that have the ability to gener-
ate summaries with words that do not exist in input
documents (Cui and Hu, 2021; Fabbri et al., 2019).

The development of text summarization model
has been supported by the growing amount and
quality of available dataset. The available dataset
types vary from news articles (Fabbri et al., 2019)
to scientific articles (Lu et al., 2020) and Wikipedia
abstract (Perez-Beltrachini et al., 2019). However,

information is not scarce in this era, but "valuable"
information is. Many recent work (Cui and Hu,
2021; Zou et al., 2021; Zhu et al., 2021; Perez-
Beltrachini et al., 2019) have been focusing on
generating topic-guided summaries using one-size-
fits-all dataset which are not meant for this kind of
work, making it difficult to evaluate whether the
model is performing better than "generic" model
in terms of the quality of generated topic-focused
summary. There are also work (Zhang et al., 2021;
Tejaswin et al., 2021; Xu et al., 2020) focusing on
the analysis of summarization models and datasets
but none on topic-preservation. To the best of our
knowledge, there is only one dataset (Bahrainian
et al., 2022) created for topic-guided news summa-
rization, but has been tailored for single document
summarization. Therefore, it is essential to deep
dive into current available MDS dataset, and inves-
tigate their suitability for developing topic-guided
summarization models, and the pattern of high qual-
ity summaries in order to inspire future work in text
summarization.

In this paper, we conducted several experiments
in analyzing the relevance of input and output docu-
ments in automated summarization and the pattern
of model-generated summaries. To sum up, our
contributions are two-folds: i) for MDS dataset,
we evaluated topic relation between source docu-
ments and gold summaries in widely used MDS
dataset, inspiring future work on creating high qual-
ity dataset for topic-aware summarization model;
ii) for MDS models, we investigated summaries
generated from a wide range of state-of-the-art
models in order to provide insights of how rel-
evant it is to the source documents. Our obser-
vations could inspire research directions towards
better topic-preserving MDS dataset and models.

2 Datasets and Models

In this work, we use two most commonly
used multi-document summarization dataset Multi-
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News and Multi-XScience in our experiments. We
run 8 MDS models from non-deep learning based
models to deep learning models including the re-
cent Transformer-based state–of-the-art models.
For fair comparison, training/validation and testing
for all models are performed on a high performance
computing cluster powered by NVIDIA V100.

2.1 MDS Datasets
2.1.1 Multi-News
Multi-News (Fabbri et al., 2019) is the first large-
scale dataset constructed by collecting human-
written articles which are summaries of multiple
news article sources from newser.com. This dataset
contains 44,972/5,622/5,622 instances for training,
validation, and testing. Each instance has 2 to 10
source documents per summary.

Source documents and gold summaries for
Multi-News are stored in different .txt files. In
source documents file, documents used to gener-
ate one summary are separated by a token called
"story_special_token_tag". We processed the
dataset by removing the token to separate source
document and unused words such as "<unk>" and
"<blank>" before feeding them into topic model.

2.1.2 Multi-XScience
Multi-XScience (Lu et al., 2020) is a large-scale
dataset created for extreme summarization task
which is to write related-work section of a paper
based on its abstract and the articles it references.
Information is collected from arvix.org and Mi-
crosoft Academic Graph (MAG). This dataset con-
tains 30,369/5,066/5,093 instances for training val-
idation, and testing. Each instance has 10 to 20
references as input.

Multi-XScience dataset comes in as a JSON file.
Each data instance contains a related work section
which is the gold summary, along with multiple
"ref_abstract" entries which act as source docu-
ments. The citation in the sources and targets are
replaced by a common token "@cite". We process
the dataset by storing them in a list, remove unused
words and tokens such as "@cite".

2.2 MDS Models
In order to examine model generated summary, we
generate summaries from 8 MDS models includ-
ing both extractive and abstractive models. The
overview of these models are as follows:
MMR (Goldstein and Carbonell, 1998) is an ex-
tractive approach that assigns scores to sentences

and re-rank them to obtain relevant sentences.
Textrank (Mihalcea and Tarau, 2004) produces
undirected weighted graph from input documents,
focusing on keywords to find the most relevant
sentences in text.
Lexrank (Erkan and Radev, 2004) is an extractive
method that uses graph-based method to compute
relative importance of documents.
PG (See et al., 2017) pointer-generator model ex-
tends the standard seq2seq framework with copy
and coverage mechanism.
Transformer (Vaswani et al., 2017) captures
cross-document relationships via attention
mechanism.
CopyTransformer (Gehrmann et al., 2018) ran-
domly chooses one of the attention heads of
Transformer as the copy distribution.
Hi-Map (Fabbri et al., 2019) adapts a pointer-
generator model with MMR to compute weights
over multiple documents inputs.
SummPip (Zhao et al., 2020) converts documents
to sentence graph, apply spectral clustering to ob-
tain clusters of sentences.

3 Methods and Results

We compare and analyze topic-related patterns of
source document, gold summaries (provided in
MDS benchmark datasets), and the generated sum-
maries (from 8 MDS models). Guided by topic
modelling research, we adopt the topic related eval-
uation metrics in this work. We specifically study
i) topic coherence, to identify the best settings;
ii) number of documents in each topic, to study
the overall topic distribution; iii) distances among
topic distributions of summaries, to examine the
document-level patterns; iv) topic words correla-
tions in summaries, to analyze the word-level pat-
terns.

3.1 Latent Dirichlet allocation (LDA)

Latent Dirichlet allocation (LDA) is a generative
probabilistic topic model for which each document
is represented as a random mixture of latent topics
and each topic is represented as a distribution over
fixed set of words (Onan et al., 2016). It aims to
identify underlying latent topic structure based on
observed data (Blei et al., 2003).

We make good use of information obtained from
a LDA based topic model, which are topic dis-
tribution and word vector for each topic. Topic
distribution is a vector contains N elements, where
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N is number of topics. Each value represents the
probability of a document falls into topic group n.
Word vector shows the weight for each word in a
topic:

doci : [wtp1, wtp2, ..., wtpN ]

tpj : [wwd1, wwd2, ..., wwdM ], j ∈ [1, N ]
(1)

where wtpj is the probability of the j-th topic in the
i-th document, wwdq is the probability of q-th word
in j-th topic, M is the number of words to describe
a topic. Both N and M are hyper-parameters.

We apply LDA topic modelling on the corpus
containing all the source documents, gold sum-
maries and generated summaries as they are in the
same topic distribution space and we want to ob-
serve the topic patterns within.

3.2 Topic Coherence
Topic coherence is a qualitative measurement to
measure the quality of topic modelling (Newman
et al., 2010). The underlying idea is rooted in the
distributional hypothesis of linguistics that consider
words with similar meanings tend to occur in the
similar contexts (Harris, 1954). If a topic’s top K
words have related meanings, the topic is consid-
ered to be coherent (Syed and Spruit, 2017).

In this study, we use topic coherence score to
identify the best hyper-parameter settings for the
topic model LDA, and use this setting for follow-up
experiments. Particularly, we adopt the coherence
measure proposed by Röder et al. (2015) (known
as UMass-coherence) which is calculated based on
co-occurrences of word pairs as follows:

CUMass(T ) =

M∑

m=2

m−1∑

l=1

log
p(wm, wl) +

1
|D|

p(wl)

(2)
where p(wm, wl) denotes the probability of the co-
occurrence of words wm and wl in the corpus D.
It is computed as the ratio of number of documents
containing both words wm and wl and the total
number of documents in D. M is the length of the
word list.

Another commonly used topic coherence score
is Cv score, which creates content vectors of words
using word co-occurences and calculates the score
using normalized pointwise mutual information
(PMI) and cosine similarity.

We obtain topic distribution and word vector
for each topic on both dataset, Multi-News and
Multi-XScience from LDA. Then we identify the
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Figure 1: Topic coherence score for Multi-News and
Multi-XScience datasets. The bar chart represents Cv

score while line chart represents umass score.

best topic coherence score for these two datasets in
order to get the best topical setting. We compute
the two types of coherence scores, namely u_mass
and Cv score as discussed previously. The number
of topics is set to 5, 10, 15, 20, 25 and 30. From the
results shown in Figure 1, we observe that when the
number of topics is 25, Multi-News dataset shows
the highest coherence score. For Multi-XScience
dataset, 5 topics achieves best coherence. We use
these settings for the follow-up experiments.

3.3 Analyzing number of documents per topic

To discover the overall topic distribution of the
dataset, we perform K-Means clustering on the
topic distribution obtained from LDA model. We
notice that in Figure 2a and 2b, Multi-News source
documents are "heavy" in topic 9 while its gold doc-
uments mostly fall into topic 1, 2, 3, 8 and 12. For
Multi-XScience, although it does not show domi-
nation by any topic, we can still see from Figure 2c
and 2d that source documents and gold summaries
do not follow the same topic distribution.

3.4 Distances of Topic Distributions

We measure the distances of document-topic distri-
butions of source documents, gold summaries and
the generated summaries, aiming to find document-
level topical correlations.
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Figure 3: KL score for MultiNews and Multi-XScience.
The first two bars shows the KL score between source
documents and gold summaries. The rest of the bars
show KL score between source documents and gener-
ated summaries as labeled.

We adopt Kullback-Leibler (KL) Divergence
measure as the distance function. KL-divergence
is a way to quantify the distances between two
probability distributions (Shlens, 2014). Given two
probability distribution density functions (PDFs),
p and q, their KL divergence score, denoted as
KL(p ∥ q), is defined as :

KL(p ∥ q) =
∫ +∞

−∞
p(x) log

p(x)

q(x)
dx (3)

As we are focusing on multi-document sum-
marization, the relationship between source docu-
ment and summary is many to one. We first calcu-
late the average topic distribution over all source
documents, then compute KL divergence between
source document and summary.

We present the document-level distances be-
tween source documents and summaries (gold and
generated) in Figure 3. We can see that extractive
models such as Lexrank, MMR, SummPip and Tex-
trank tend to produce a summary where its topic

distribution is closer to the source documents. On
the other hand, the abstractive models which have
proven to achieve higher ROUGE score, failed to
produce a summary that is topic-relevant to the
source documents. Transformer, one of the most
popular trends in summarization has the highest
KL score on both dataset which means summaries
produced from this model are often "off-topic" in a
sense that it fails to capture the underlying topic.

We also observe that Multi-News dataset pro-
vides gold summary that preserves topic informa-
tion better than Multi-XScience. Overall, Multi-
News has lower KL score in both gold and gener-
ated summaries compared to Multi-XScience.

3.5 Topic Words Correlation

As we want to explore the correlation between
source documents and summaries, along with gold
and model generated summaries, we compute a
new weight of each word in a document by mul-
tiplying topic weight by word matrix for each
topic. The resulting vector shows the weight for
each word in a document. For example, the q-th
word in the j-th topic of document i has weight
wtpj ∗ wwdq. Then we consider the correlation of
words in two document as the euclidean distance
of their weights.

We obtain the words’ weights in a document
by using their topical probabilities. We depict
the word correlations between source documents,
gold summaries and summaries generated from
SummPip and Transformer in a heatmap. We se-
lected SummPip and Transformer because they
have the lowest and highest KL score respectively.

For visualisation purpose, we picked top-10
words from a topic and computed euclidean dis-
tance of each word in two vectors. If two docu-
ments are highly correlated,the heatmap will have
a straight line from top left to bottom right.

From Figure 4, we can see that the result we
obtain is very far away from best case scenario.
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(a) Multi-News (Gold) (b) Multi-News (SummPip) (c) Multi-News (Transformer)

(d) Multi-XScience (Gold) (e) Multi-XScience (SummPip) (f) Multi-XScience (Transformer)

Figure 4: Word-level correlation for source documents and summaries for Multi-News and Multi-XScience dataset.
We randomly select a topic and visualise the correlation between source documents and summaries with top-10
words for that topic. The higher the correlation, the darker the square is.

Instead, the words sparse across many different
topics and are inconsistent. This means a model
generated summary might be discussing about a
very different topic than those in source documents.

4 Discussions

Our studies and observations raise the following
questions that we believe need to be considered in
the MDS research:

Is extractive MDS model better than abstrac-
tive MDS model in preserving topics? From re-
sults in Section 3.4, we find that in terms of topic
preservation, extractive models work better than
abstractive models. This could due to the "extract"
nature of the former which shares the same vocab-
ulary as the source document, resulting in higher
word correlation between source documents and
summaries. Future work could focus on analyzing
word semantic similarities instead of relying on
topic distribution similarities only as abstractive
models use words that are different from source
documents to generate a summary. To improve the
topic preservation of abstractive models, we could
consider select semantically similar words to the
words in the source document during generation.

Whether gold summary follows source docu-
ments’ topic distribution? From Section 3.4 we
also find Multi-News’s gold summaries topic distri-
bution are well aligned with the topic distributions
in its source document, however Multi-XScience
does not perform well in this regard.This analy-
sis could inspire future MDS dataset contributors
to take topic preservation into consideration when
preparing gold summaries such that source docu-
ments and gold summaries have similar topic dis-
tribution.

Whether the number of documents are simi-
lar across all topics? Dataset that is "heavy" on
one topic can disadvantage summarization models
in training as the vocabulary might be dominated
by a specific topic causing topic information for
other topics with less instances being discarded or
normalised. This can be seen in Figure 2 where the
document count per topic for source documents and
gold summaries are inconsistent. Future dataset cre-
ation should focus on the topic distribution among
all documents in data collected to make sure that
the generation model captures equal information
from all topics.
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5 Conclusion and Future Work

In conclusion, we have systemically and empiri-
cally analyzed two popular multi-document sum-
marization datasets and summaries generated from
a variety of state-of-the-art summarization models.
Our analysis over 100,000 documents reveals that
source documents, gold summaries and model gen-
erated summaries are rarely topic coherent which
cause the summary to be less informative for some
usages. This analysis also lead to some inspiration
and suggestions in creating better summarization
models and dataset for real world application.
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Abstract

Access to mobile phones in many low- and
middle-income countries has increased expo-
nentially over the last 20 years, providing an
opportunity to connect patients with healthcare
interventions through mobile phones (known
as mobile health). A barrier to large-scale im-
plementation of interactive mobile health inter-
ventions is the human effort needed to manage
participant messages. In this study, we explore
the use of natural language processing to im-
prove healthcare workers’ management of mes-
sages from pregnant and postpartum women
in Kenya. Using multilingual, low-resource
language text messages from the Mobile solu-
tions for Women and Children’s health (Mo-
bile WACh NEO) study, we developed models
to assess urgency of incoming messages. We
evaluated models using a novel approach that
focuses on clinical usefulness in either triaging
or prioritizing messages. Our best-performing
models did not reach the threshold for clinical
usefulness we set, but have the potential to im-
prove nurse workflow and responsiveness to
urgent messages.

1 Introduction

In many low- and middle-income countries, access
to healthcare is limited and unaffordable. Interac-
tive short message service (SMS) communication
with healthcare workers has shown great potential
to promote access to care in such contexts by pro-
viding remote information and support (Hall et al.,
2015; Rono et al., 2021).

One such system is the Mobile solutions for
Women and Children’s health (Mobile WACh) plat-
form, an interactive semi-automated platform de-
signed to connect pregnant and postpartum women
to healthcare workers through SMS (Perrier et al.,
2015; Unger et al., 2019, 2018; Harrington et al.,
2019; Kinuthia et al., 2021; Ronen et al., 2021).
Studies using this platform have reported signifi-
cant impacts on health outcomes like breastfeeding

Figure 1: Task Definition Workflow

and postpartum contraception (Unger et al., 2018;
Harrington et al., 2019).

While promising, a major limitation of mobile
health interventions is the human effort required to
manage messages. Nurses involved in the Mobile
WACh platform received hundreds of messages
per day (Unger et al., 2019). Many of these mes-
sages did not require immediate responses; how-
ever, nurses couldn’t distinguish between urgent
and non-urgent messages without reading them.

Natural language processing (NLP) can poten-
tially be used to automatically triage and priori-
tize incoming messages. This may significantly
improve worker efficiency and improve reliability
of the healthcare system in low-resource settings
(Rono et al., 2021; Barron et al., 2017). In recent
years, researchers have used NLP for content anal-
ysis of incoming messages in digital health inter-
ventions (Schwab-Reese et al., 2019; Klimis et al.,
2021) and for analyzing messages in mental health
discussions (Zhang and Danescu-Niculescu-Mizil,
2020; Althoff et al., 2016).

This paper explores the possibility of a clinically
useful model to detect urgent participant messages
in an interactive mobile health system in Kenya.
Our study focuses on a dataset drawn from the Mo-
bile WACh NEO studies (Unger et al., 2019; Ronen
et al., 2021). The dataset contains real-world, infor-
mal messages in multiple low-resource languages
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(Swahili, Luo and Sheng) and English. We explore
methods for handling the unique challenges pre-
sented in our dataset, including additional pretrain-
ing (Gururangan et al., 2020) and adding prior con-
versation context. We tested several approaches to
classifying urgency in labeled participant messages,
with a focus on classifiers that could have clinical
utility in improving healthcare worker workflow.
Models based on mBERT can achieve performance
levels close to our threshold of clinical usefulness,
suggesting such systems could be useful to health-
care workers in the future. We discuss our findings
and next steps for integrating such NLP models into
real-world systems that could significantly improve
global healthcare delivery.

2 Task Definition

We aim to introduce models that classify messages
based on urgency as a way of prioritizing or triag-
ing messages for nurses. Specifically, given a mes-
sage, our task is to identify if the message requires
immediate nurse attention (urgent) or can be looked
at later (non-urgent). Figure 1 summarizes the
Mobile WACh system and NLP task. Because of
the sensitivity of all participant messages in this
context, our task is not intended to replace nurses
by filtering participant messages or generating re-
sponses.

3 Dataset

Our data consists of messages, from the Mobile
WACh NEO pilot (messages sent between 05-12-
2017 and 20-02-2019 ) (Unger et al., 2019) and
Mobile WACh NEO RCT (messages sent between
09-09-2020 and 04-05-2022) studies (Ronen et al.,
2021). Messages were exchanged between preg-
nant/postpartum women, nurses and the automated
Mobile WACh system. The Mobile WACh NEO
pilot dataset consists of a total of 58,834 messages
that were exchanged between 800 participants, the
automated system and 2 nurses. The Mobile WACh
NEO RCT had a total of 161,735 messages that
were exchanged between 1,724 participants, the
automated system and 12 nurses. Therefore, the
combined dataset consisted of 220,560 messages
from 2,523 participants and 14 nurses (after clean-
ing). Automated messages were sent to participants
weekly during pregnancy until 38 weeks gestation,
then 2 messages daily for the first 2 weeks after
delivery, and then every 2 days for 6 weeks follow-
up post delivery. Participants could send messages

to the system at any time. Nurses in the study
manually replied to participant messages. These
nurses had the same training and qualification as
nurses in the public health facilities, however, they
were employed by the study and did not have rou-
tine care provision responsibilities outside of study.
A total of 112,220 (50.9%) messages were sent
by the Mobile WACh system, 65,572 (29.7%) by
participants and 42,768 (19.4%) by nurses (Table
1). Automated system messages were sent in En-
glish, Swahili (a Bantu language) or Luo (a Nilotic
language) based on each participant’s preference.
Participant messages were sent in the participant’s
language of choice; about half (50.4%) were in
English, 36.8% were in Swahili, 5.4% were in
Luo, 4.5% were code-switched, and 2.9% were
in a slang fusion known as Sheng (Table 2). To
clean the dataset of any identifiable information,
we removed standard salutation, and any location,
nurse, or participant names. Automated messages
used to validate participant registration in the SMS
system were also removed. The total number of
messages described here were the final dataset after
the cleaning exercise.

Table 1: Messages By Source. Around a third of partici-
pant messages were less than 10 characters, suggesting
many participant messages were short and depend on
previous message context for detecting urgency.

Sent By Total Messages Messages with
less than 10
characters

Mean number of
characters in a
message (std)

nurse 42768 (19.4%) 2500 97.9 (103.5)

participant 65572 (29.7%) 19769 36.5 (39.8)

system 112220 (50.9%) 0 257.3 (102.7)

The dataset we present here is typical of how
language is used in Kenya (Bosire, 2006; Mondal
et al., 2021). For instance, Swahili words used by
participants in Nairobi may have different conno-
tations from the same word in standard Swahili or
Swahili used in Western Kenya. It is worth noting
that this dataset also contains languages (Sheng and
Luo) not commonly included in training for mul-
tilingual transformer-based models like mBERT
(Devlin et al., 2019). Table 2 illustrates the break-
down of participant messages by language.

3.1 Urgency Labelling
Two nurses at the study clinics labelled a total
of 11,129 messages from 772 participants. Of
these, 30 participants were selected from the Mo-
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Table 2: Labelled Participant Messages by language.
While the majority of messages are in English, Swahili
and Luo make up more than 40% of the total messages.
Note that the total number of labelled messages was
11129.

Language Total Messages Percentage

english 5646 50.7%
swahili 3893 35.0%
sheng 572 5.1%
luo 566 5.1%
Code-Switched 452 4.1%
TOTAL 65572 100%

bile WACh NEO pilot study and had a total of
1,477 messages. The remaining 742 participants
were from the Mobile WACh RCT study. Nurses
labelled urgency based on how quickly a given par-
ticipant message should be replied to by a nurse:
1) immediately, 2) within 2 hours, 3) before end
of work day 4) by tomorrow 5) no need to reply.
Nurses were instructed to use information from
prior messages to inform assessment of the urgency
of a given participant message. A sampled agree-
ment between two raters had a Cohen Kappa score
of 0.75, indicating high agreement. From the la-
belled data, we split the 5 urgency categories into
a binary label of urgent (categories 1 and 2) and
not urgent (categories 3, 4 and 5). The distribu-
tion of urgency labels was imbalanced (2,383 out
of 11,129 were labelled as urgent, 21.4% of all la-
belled messages). This data represents the reality
that in the context of the Mobile WACh studies,
most messages received were not urgent. Because
we are interested in a model than can eventually be
useful in this real-world context, we leave the data
imbalanced. Finally, the data was split into train-
ing 7,790 (70%), test 2,337(20%), and validation
1,002(10%) sets, having been stratified by label.

4 Classifying Urgency

We defined the task of predicting message urgency
as a binary classification task. We tested two mod-
eling approaches. Our first approach was a pe-
nalized logistic regression (penalty: l2, maximum
iterations: 570) with bigram lexical features as
input. The bigram features were extracted from
uni- and bi-grams from the messages using Scikit-
learn’s count vectorizer (Pedregosa et al., 2011).
In our second approach, we evaluated a fine-tuned

multilingual BERT model (mBERT) (Devlin et al.,
2019). mBERT was pretrained in 104 languages
including English and Swahili. Linear models have
been used as a baseline in mobile health classifica-
tion tasks (Losada et al., 2020), and mBERT is a
strong multi-lingual text classification model.

4.1 Adding Context
We observed that many participant messages are
short (Table 1) and messages like "okay", "thank
you", "no", and "yes" can have different meanings
depending on the context of the conversation. Past
work has found that including prior message con-
text when analyzing SMS messages can be helpful
for understanding conversation trajectory (Althoff
et al., 2016) and appropriate responses (Zhang and
Danescu-Niculescu-Mizil, 2020). We took inspira-
tion from this work and evaluated whether adding
preceding message context to participant messages
would improve model performance.

We represented context by prepending the mes-
sage preceding a participant message. We devel-
oped two versions of the dataset: one in which
each participant message was prepended with the
preceding system message (system context) and
one in which each message was prepended with
the preceding nurse message, or, in the event there
was no nurse message, then the most recent system
message (nurse context). Example messages are
displayed in Table 3. We compared results for both
the logistic regression with bigram features and
mBERT using these approaches.

4.2 Additional Pretraining
It has been shown that additional in-domain and
task-adaptive pretraining can improve model per-
formance in a variety of settings (Gururangan et al.,
2020). Since our dataset differs from the languages
and domains used to pretrain mBERT, we reasoned
this may be particularly impactful in our task.

We explored two versions of pretraining. In the
first approach, we pretrained on all 49,786 partic-
ipant messages that were not in the test or valida-
tion sets (this included both labelled and unlabelled
data). Similar to our approach for fine-tuning data,
we tested pretraining with participant messages that
were prepended with system messages or nurse
messages. In the second approach, we used the
11,129 labeled (both urgent and non-urgent) par-
ticipant messages that were also prepended with
system messages or nurse messages (Table 3). Note
that in this second approach, we did not include the
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Table 3: Sample messages with contexts

System Message Nurse Message Participant Message Urgency
Label

Make sure you come in for antenatal care even at the end
of your pregnancy We check for any problems and help
you prepare a birth plan Do you have any questions or
concerns Are you feeling the baby move often

Am glad your OK have a nice day You To 0

We are checking to see how you are doing How is your
bleeding Do you have any pain in your lower abdomen
Any fevers Please let us know if you feel unwell

Are you still having the headache yeah 1

Regular strong stomach pains are a sign of labour If you
feel this strong tightening regularly pains leaking of fluid
or bleeding go to the facility Do you feel any contractions
Do you have any concerns

Hello That is fine Please avoid strenuous activi-
ties at this point in your pregnancy

Its OK I willthanks for your concerns 0

Newborns sleep a lot but wont stay asleep for more than
24 hours at a time You may still be up several times at
night to change feed and comfort your baby Take naps
with your baby and try and interact with your baby during
the day and keep things dark and quiet at night How is the
baby sleeping

Hello there is no problem with topping up for
the baby if the baby not satisfied Where are you
getting the milk to top up What do you mean
by yellow skin and which treatment is this for
yellow skin that you are referring to

My baby had jodesyellow skin colour
and was put on photo therapynow am
asking can the baby suffer from the
same problem a gain the Normal skin
colour of the baby turning to yellow. . .

1

labels, only the text of the messages, for pretraining.
We explore this method for mBERT.

We present the models in which pretraining and
fine-tuning data are matched in terms of the context
used (i.e., system, nurse, or no context) since we
observed that this led to the largest increases in
performance. We pretrained with masked language
modelling with 15% of the text masked and used
a batch size of 4, with a maximum input sequence
size of 512. During fine tuning the models, we
used default hyper parameters apart from batch
size which was 16. The default parameters can be
found at (huggingface.co).

5 Evaluation

While F1 score is a common classification evalua-
tion metric, clinically useful systems may not re-
quire both high recall and high precision to improve
healthcare worker workflow. We visualize the trade
offs of models’ precision and recall with precision-
recall curves. We can use these PR curves to pick
potential models that could be clinically useful by
defining two regions in the graph: a triage region
and a prioritize region.

A precision-recall curve shows the trade offs
of models’ precision and recall across a range of
classification thresholds. This allows us to visu-
alization of trade-offs of the results of the system
between high precision and high recall. We can use
models’ precision-recall curves to visualization of
trade-offs of high precision and high recall and pick
potential models that could be clinically useful by
defining two regions in the graph: one region for
a triage model and the other for a prioritize model
(see Figure 2).

We defined three potential model use cases and
their evaluation criteria: 1) triage, 2) prioritize, or
3) combination. Most machine learning models for
binary classification output a real number between
0 and 1 and use 0.5 as the default threshold for clas-
sification. While in most scenarios this threshold
is sufficient, in our case it is helpful to examine
the model performance with a range of thresholds
which might be better suited for different scenarios
(e.g., triaging or prioritizing messages).

Below we define the evaluations for these re-
gions (§5.2 & 5.1) and their combination (§5.3).

5.1 Triage
An ideal triage model is aimed at reducing the num-
ber of messages that the healthcare staff need to
read by ruling out messages that do not indicate
urgency. A triage model needs to be able to reduce
message volume enough to justify its implementa-
tion costs (e.g., debugging or training nurses to use
the system) while also ensuring a minimal number
of false negatives. Within the Mobile WACh stud-
ies, we choose the threshold of 30%. This means
that the model should assign non-urgent (negative)
to at least 30% of the messages while maintain-
ing near-perfect recall. Knowing the number of
samples in the dataset and the number of actual
positive labels, we can get the relationship between
precision and recall:

precisiontriage ≥ recalltriage·actualpositives
datasize·70%

We can take a high value for recalltriage
(95% in our case) and calculate a threshold
for precisiontriage. This creates a region in
the precision-recall graph that a triage model’s
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Table 4: Performance of bigram and mBERT mod-
els with varying context. Bolded text indicates best-
performing model in terms of F1.

Model Pre Data Pre Context FT Context Precision Recall F1

Bigrams - - none 51 20 29
Bigrams - - system 58 29 39
Bigrams - - nurse 59 29 39
mBERT - - none 46 34 39
mBERT - - system 50 27 35
mBERT - - nurse 52 38 44
mBERT labelled system system 50 32 39
mBERT labelled nurse nurse 50 45 47
mBERT unlabelled system system 49 39 44
mBERT unlabelled nurse nurse 48 38 42

precision-recall curve crosses (Figure 2).

5.2 Prioritize

An ideal prioritize model should identify urgent
messages that should be replied to more quickly
than other messages. This approach is helpful when
the healthcare staff need guidance on which mes-
sages to read first. Since all the messages will
eventually be reviewed, the focus is not on reduc-
ing false negatives, but false positives, since this
will determine the trust of the healthcare staff in
the system. This model should have a high preci-
sion and maintain a significant number of positive
cases. We decide on a threshold of 10% here. This
means the model should predict a message as ur-
gent at least 10% of the time while maintaining a
near-perfect precision. Similar to the triage region,
we can calculate the relationship between precision
and recall for a prioritize model:

recallprioritize ≥ precisionprioritize·datasize·10%
actualpositives

We can take a high precisionprioritize (95%
in our case) and calculate a threshold for
recallprioritize. This creates a region on the graph
that a prioritize model’s precision-recall curve
crosses (Figure 2).

5.3 Combination

A combination model is one that is able to meet
the targets of both triage and prioritize models.
The model should have a high F1 score. When a
model’s precision-recall curve cuts across the over-
lapping region between the triage and prioritize
regions, the model is a combination model.

6 Results

Table 4 summarizes the performance of our models.
The best performing bigram model used partici-

Table 5: Effect on mBERT model performance of
prepending messages with context and additional pre-
training. Pretraining here refers to pretraining on the la-
belled data with matched context (i.e., System + pretrain-
ing is pretraining on participant messages prepended
with system messages, using labeled data only). Base-
line model was with no pretraining and no context added
to the messages.

Metric Baseline System Nurse Nurse + pretraining System + pretraining

Precision 46 50 (+4) 52 (+6) 50 (+4) 50 (+4)
Recall 34 27 (-7) 38 (+4) 45 (+11) 32 (-2)
F1 39 35 (-4) 44 (+5) 47 (+8) 39 (+0)

Figure 2: Performance of mBERT models with addi-
tional pre-training on varying data type

pant messages with nurse context, outperforming
the bigram model with system context by one preci-
sion point. The mBERT model using nurse context
achieved an F1 score of 44, with 52 precision and
38 recall. While the precision is worse than the
bigram model, the recall is higher by 8 points. The
models incorporating nurse context messages per-
formed better than system context. The effect of in-
corporating context on the performance of mBERT
models is summarized in Table 5.

6.1 Additional Pretraining

Recall improved when the models were pretrained
with nurse context messages. For system context
models, only pretraining with unlabelled data in-
creased recall. Table 5 details these results. The
highest performing model was mBERT with nurse
pretraining on labelled data. Figure 2 presents
precision-recall curves for the above pretrained
models. We found that the model pretrained and
finetuned on labelled nurse context messages was
the best model overall, though it did not pass into
either the prioritize or triage region.
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7 Related Work

NLP techniques for information extraction have
been used in several SMS based mHealth applica-
tions. For example, Gupta et al. (2020) developed a
virtual assistant health coach using text messages in
English to help patients set physical activity goals.
Lowres et al. (2020) developed NLP models to
triage incoming English SMS text messages to re-
duce the burden of healthcare worker review. Fewer
studies have applied these methods to low-resource
languages and multilingual datasets. The Mom-
Connect program from South Africa’s National De-
partment of Health is one such application where
Engelhard et al. (2018) used multilingual data from
the project to perform a feasibility study on triaging
incoming messages of pregnant clients. Using data
from the same program, Daniel et al. (2019) cre-
ated an automated multilingual digital helpdesk
service. Daniel et al. (2019) reported the chal-
lenges of this dataset as being multilingual, in low-
resource languages, and with high prevalence of
code-switching, spelling errors and abbreviations.
Like the MomConnect data, Mobile WACh mes-
sages are in multiple low-resource languages, with
code-switching, misspellings and abbreviations.

8 Discussion & Conclusion

Consistent with prior literature (Gururangan et al.,
2020), our results showed that performing addi-
tional pretraining boosts performance. Our evalua-
tions show that our modeling approaches have the
potential to support healthcare workers in a unique
low-resource and multilingual setting, though more
work must be done to have the models achieve clin-
ical usefulness based on our measures. Moving
forward, to improve performance of these mod-
els, future studies could look into how to optimize
the models when the dataset is skewed for non-
urgent messages (as is the case currently). Another
approach would be to explore models explicitly
trained on the languages in our dataset, for exam-
ple, models trained on Swahili datasets or code-
switched languages from East Africa (Ogueji et al.,
2021) and (flax community). We also plan to val-
idate our highest-performing models with health-
care workers and implement a model in a pilot
context similar to the Mobile WACh SMS system.

9 Ethical Considerations

The context of this study requires careful attention
to preserving patient anonymity and the potential

for unforeseen consequences. The Mobile WACh
NEO pilot and RCT studies were approved by our
institution’s ethics and review board. All partici-
pants provided written informed consent for par-
ticipation in the studies, including participation in
the SMS intervention and use of data for secondary
analyses. All patient data were made anonymous
for our analyses. Because of the sensitive nature
of the messages, the dataset will not be made pub-
licly available, though researchers are welcome to
contact the Mobile WACh study for anonymized
data.

Deploying any system for triaging or prioritizing
patient messages also must be piloted in real-world
settings. While our analyses suggest that such sys-
tems are possible, ensuring that patient messages
are not mislabeled is paramount. A single urgent
message mislabelled could be catastrophic for a
patient. Our evaluations aim to capture such con-
siderations, but additional safegaurds are necessary.
For example, all messages should be reviewed by
nurses within a day regardless of model predictions,
or patients should have a way of overriding model
predictions if they have an urgent issue. We are
excited to pilot models in real-world settings to see
how they can support mobile health interventions.
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Abstract

The multi-modal foundation model CLIP com-
putes representations from texts and images
that achieved unprecedented performance on
tasks such as zero-shot image classification.
However, CLIP was pretrained on public inter-
net data. Thus it lacks highly domain-specific
knowledge. We investigate the adaptation of
CLIP-based models to the chest radiography
domain using the MIMIC-CXR dataset. We
show that the features of the pretrained CLIP
models do not transfer to this domain. We adapt
CLIP to the chest radiography domain using
contrastive language supervision and show that
this approach yields a model that outperforms
supervised learning on labels on the MIMIC-
CXR dataset while also generalizing to the
CheXpert and RSNA Pneumonia datasets. Fur-
thermore, we do a detailed ablation study of
the batch and dataset size. Finally, we show
that language supervision allows for better ex-
plainability by using the multi-modal model to
generate images from texts such that experts
can inspect what the model has learned.

1 Introduction

Multi-modal models that understand text and im-
ages, as well as the relations between them, surged
in performance due to the pioneering work of CLIP
(Radford et al., 2021). Through a contrastive loss
based on language supervision, the model embeds
matching text-image pairs closely in latent space.
This enables various applications, such as image
classification (Radford et al., 2021), object detec-
tion (Alex Shonenkov, 2021), semantic segmen-
tation, (Zhou et al., 2021; Rao et al., 2021), and
text-to-image generation (Crowson et al., 2022).

As the CLIP models were trained on data scraped
from the internet, they work remarkably well for
data of the general domain and excel at tasks such
as food (Bossard et al., 2014), car brand (Krause
et al., 2013), or animal classification (Parkhi et al.,

2012). However, for more specialized tasks such as
satellite image (Helber et al., 2019, 2018) and can-
cer cell classification (Veeling et al., 2018), they do
not perform much better than a random guess (Rad-
ford et al., 2021). To make these models work for
these tasks, they require adaptation to the specific
domain.

In this paper, we study the adaptation of CLIP
models to the domain of chest x-ray images of
the MIMIC-CXR (Johnson et al., 2019b; Gold-
berger et al., 2000; Johnson et al., 2019a,c) dataset.
We show that the CLIP model pretrained on data
scraped from the internet (Radford et al., 2021)
does not transfer well to MIMIC-CXR. Further-
more, two approaches to adapting the model are
compared: contrastive language supervision (CLS)
and supervised fine-tuning (FT) on labels. We show
that CLS combined with linear probing performs
better than only using FT on labels. Furthermore,
we show that the same language-supervised model
can be used to achieve good performance with only
a linear probe on other chest radiograph datasets
without retraining.

Our first ablation study investigates the batch
size, as the massive batch size of 32,768 used for
the original CLIP training would impose an obsta-
cle for any CLS fine-tuning. We show that a small
batch size is sufficient to achieve good CLS perfor-
mance. We also find that a batch size that is too
large hurts performance, contrary to the findings
of prior work (Chen et al., 2020; Grill et al., 2020;
Radford et al., 2021).

Next to the large batch size, CLIP also used a
large dataset of over 400 million image-text pairs.
In a second ablation study, we investigate whether
CLS needs a large dataset size to outperform super-
vised learning. We show that CLS can be superior
to FT even with only 20,000 image-text pairs (10%
of the MIMIC-CXR dataset).

In the last experiment, we display how to get
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more interpretable neural network classifiers. The
language-supervised model can compare the sim-
ilarity of the features of a text and an image.
Through the gradient of the similarity towards the
image, an image can be generated purely from a
text. This generation allows clinicians and ma-
chine learning scientists to visualize model repre-
sentations. This approach, inspired by CLIP-based
text-to-image approaches such as VQGAN-CLIP
(Crowson et al., 2022) resembles the work of Deep-
Dream (Mordvintsev et al., 2015). Instead of visu-
alizing classes or neuron activations, it visualizes
texts.

2 Related Work

In a closely related work named ConVirt, (Zhang
et al., 2020) train a model using CLS on the image-
text pairs of the MIMIC-CXR dataset and compare
it to supervised learning on the labels. Their pio-
neering work partially inspired the creation of CLIP
(Radford et al., 2021). Our work is complementary
to their work by using the widely adapted archi-
tecture and simplified loss function of CLIP, eval-
uating the performance of the OpenAI-pretrained
CLIP model on MIMIC-CXR, running ablation
studies on the batch size and dataset size, and in-
troducing the text-to-image visualization of diag-
noses.

In CLIP-art (Conde and Turgutlu, 2021), CLIP
was fine-tuned using CLS on a large dataset of mu-
seum artworks with descriptions. The features of
the fine-tuned CLIP model do not lead to a signif-
icantly better classification performance than the
features of the base CLIP model. More related to
the approach of this paper is PubMedCLIP (Es-
lami et al., 2021). The authors fine-tune CLIP
using the CLS objective on image-text pairs from
medical papers. They show that the pretrained
CLIP features improve visual question-answering
performance over the current state-of-the-art base-
line. The continued pretraining using CLS only
slightly improves the performance over the base
CLIP model.

A current preprint follows a similar approach
as our paper. (Seibold et al., 2022) compare the
zero-shot performance of a model trained using
CLS-like loss functions to the performance of su-
pervision on labels. Their work confirms the ben-
efits of training using language supervision over
labels. However, their work focuses on selecting
training data and loss functions. In contrast, our

work analyzes batch sizes, dataset sizes, and an
explainability approach.

3 Background

This work investigates the effect of pretraining us-
ing CLS on text-image pairs before FT on labels.
We are given a set of images S, corresponding texts
T , and labels Y . For both the CLS and FT stages,
a network (in this case, a Transformer (Vaswani
et al., 2017) network from Radford et al., 2021)
first transforms its input into an encoding, lead-
ing to the encodings etext and eimage. In the CLS
stage these encodings are improved by training the
weights of both transformers using a contrastive
loss, whereas the FT stage only uses the vision
transformer and its encoding, followed by a linear
layer. An overview of the two stages is given in
Figure 1.

For FT, a prediction ŷni of the target label
n ∈ Y for image si ∈ S is made by a network
f : f(si) = yni. The binary cross entropy loss
LBCE is calculated per label yn and then averaged
over all N labels to get the supervised loss LSL, as
was done in previous work in multi-label settings
(Liu et al., 2021; Nam et al., 2014).

The BCE loss LBCE of label n is calculated
using the ground truth yni and the prediction yni
for sample i. It assigns a loss that is high initially
and drops off logarithmically as the prediction ap-
proaches the ground truth:

LBCEn(yni, ŷni) =

−1(yni log(ŷni) + (1− yni) log(1− ŷni))
(1)

The pretraining stage of CLS utilizes text and
image representations etext and eimage computed by
the text and image encoders of CLIP, respectively.
During the later FT stage, the linear probe is trained
based on the image encoding eimage, and the full
fine-tuning also tunes the weights of the image en-
coder. During pretraining, a batch of size K image-
text pairs is sampled and encoded. The loss is
calculated by using every encoding of both modal-
ities once as the anchor sample xi. The matching
positive sample x+i is the paired encoded sample
of the other modality and all other encodings from
the other modality of the sampled batch are the
negative samples X−. For each anchor sample, the
InfoNCE loss (Oord et al., 2018) is calculated with
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(a) Contrastive Language Supervision Stage (CLS)
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No Finding          0 

(b) Supervised Fine-tuning Stage (FT)

Figure 1: Loss calculation flowcharts for the different training stages. The Contrastive Language Supervision (CLS)
stage is always followed by the Supervised Fine-tuning Stage (FT) to adapt the model to predict the labels. The FT
stage either trains only a new linear layer head (linear probe via a logistic regression) or it also trains the weights of
the vision transformer. Red rectangles are networks with trainable weights, green shadings indicate encodings, and
yellow arrows indicate the gradient flow.

a similarity function sim(x, y):

LInfoNCE(xi, x
+
i , X

−) =

− log
exp(sim(xi, x

+
i ))∑K

j=0 exp(sim(xi, x
−
j ))

(2)

The total InfoNCE loss is the average of all individ-
ual losses of the samples from the batch. We use
the cosine similarity as a similarity function, as in
the original CLIP paper.

4 Methods

The code for training and evaluating is available on-
line 1. All models were evaluated using the macro
average of the area under the receiver-operator
curve (ROC-AUC or AUC) (Bradley, 1997) aver-
aged over all labels of the dataset. This metric was

1https://github.com/NotNANtoN/master_
thesis

used to enable a comparison with prior work. For
a clinical evaluation, the sensitivity and specificity
should be studied in more detail.

4.1 MIMIC-CXR dataset
The MIMIC-CXR dataset contains 227,827 studies
of chest radiographs with a written report by expert
radiologists. There are one or multiple radiography
images present for each study, leading to 377,095
total image-text pairs. The labels were extracted
by the automatic labeler from the CheXpert dataset
(Irvin et al., 2019). For each report, 14 diagnoses
can appear individually and in conjunction. The
official validation and test splits were used. No
images were excluded. Examples for images and
extracts of reports can be seen in Figure 2.

We marked all labels which are either not con-
tained in a report or contained with an uncertainty
quantifier as negative. All others were marked as
positive. The report text was cleaned for language
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Figure 2: Text-to-image generations for a subset of four
diagnoses: atelectasis, cardiomegaly, consolidation, and
edema. The first row shows the generated images. The
second row shows real radiography images of MIMIC-
CXR with the sentence of the report relevant to the
labeling of the diagnosis.

supervision by filtering repetitive headers, censored
personal information, newlines, and other unneces-
sary characters. The images were resized such that
the smaller side has a length of 256 pixels.

4.2 External Test Datasets

The RSNA Pneumonia (Wang et al., 2017; Shih
et al., 2019) and cheXpert (Irvin et al., 2019)
datasets were used to evaluate if the model pre-
trained on MIMIC-CXR generalizes to data from
other hospitals with other labels. Linear probes
were trained on the features of the pretrained mod-
els to predict the labels of the external datasets. The
cheXpert dataset contains 223,648 images labeled
with the same diagnoses as MIMIC-CXR. The of-
ficial validation split was used as our test set. The
RSNA dataset contains 30,227 images of which
9,555 are annotated with the pneumonia diagnosis,
forming a single-class, single-label classification
task. A random subset of 10% of the data was used
as a test set, the rest was used for training.

4.3 Model training

In preliminary FT experiments, the CLIP models
RN50, RN50x4, ViT-B/32, ViT-B/16, and ViT-L/14
were investigated. The ViT-B/32 model was chosen
as it is the fastest model and as the performances of
all models were nearly equal. The aim of this paper
is not the best performance but rather a comparison
of the training procedure.

The training setup follows the setup of the orig-
inal CLIP paper (Radford et al., 2021), using

Adam (Kingma and Ba, 2015) with a weight decay
(Loshchilov and Hutter, 2019) of 0.2, β1 value of
0.9, and β2 value of 0.98 for training all models. A
learning rate schedule with a linear warmup from
zero to the maximum learning rate was used during
the first 5% of training and a cosine decay schedule
for the rest of the training. During training, the im-
ages were augmented by rotating them randomly
by up to 45 degrees, shifting them randomly in the
x and y-axis by up to 15% of the image length, and
zooming into and out of the image by up to 10% of
the image size.

All model runs used the pretrained weights from
Radford et al., 2021. The FT models were trained
for 10 epochs with a batch size of 256. The learn-
ing rates {1e−6, 3e−5, 1e−5, 3e−5, 1e−4} were
evaluated, of which 1e−5 performed best on the
validation set. The CLS model was trained for 10
epochs with a batch size of 196. The sentences
of each report text were randomly shuffled during
training to avoid always truncating the final part of
the report if it is longer than 75 tokens (tokenized
with the pretrained CLIP tokenizer). The learning
rate for the CLS stage was tuned with the same set
of learning rates as above. The best learning rate
for a linear probe on the validation set was again
1e−5. After the CLS stage, the model was contin-
ued to be trained on the labels with either a linear
probe using logistic regression or with the FT setup
from above.

4.4 Ablation Studies

The first ablation study varied the batch size while
keeping other parameters constant. It measures the
impact of the number of negative samples in CLS,
which is dependent on the batch size. We varied the
batch size from 6 to 1,536. The maximum batch
size for a single GPU with 12 GB of VRAM is 192.
Training runs with batch sizes below 192 accumu-
late the gradients for as many steps to match the
number of update steps done with a batch size of
192. To accommodate the reduction in update steps
due to the increased batch size, we tested scaling
the learning rate linearly proportional to the batch
size and compared it to keeping the learning rate
constant.

The second ablation study varied the dataset size
to a minimum of 1% to understand whether CLS is
performant on smaller datasets. We trained once for
10 and 50 epochs for each dataset size. Training for
more epochs increases the training duration. There-
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fore it balances the effect of having fewer batches
in an epoch for smaller dataset sizes. The learning
rate and other hyperparameters stayed unchanged.

4.5 Text-to-Image Generation

In the text-to-image generation approach, a
language-supervised model was used after only
3 epochs of training to avoid any overfitting. To
generate an image from a text, first, the text of a
diagnosis is encoded into a text feature vector. The
image is randomly initialized as a single-channel
tensor of size 224x224, randomly sampled from a
normal distribution with a mean of 0.5 and a stan-
dard deviation of 0.25. The gradient of the cosine
similarity between the image’s features and the
diagnosis’s features towards the image is applied
repeatedly to the image to iteratively increase the
similarity to the text. Optimization was done with
Adam (Kingma and Ba, 2015) with a learning rate
of 0.03 and a weight decay (Loshchilov and Hutter,
2019) of 0.1.

Directly optimizing the pixels without any regu-
larization creates adversarial examples (Crowson
et al., 2022). The generated image is augmented
before encoding it with CLIP to avoid this . We use
the augmentation pipeline proposed by (Crowson
et al., 2022).

Multiple images of different resolutions over-
laying each other are optimized simultaneously to
increase image quality. Images of pixel sizes [224,
112, 61, 30, 15] are randomly initialized and op-
timised. During the iterative generation process,
the images are resized to 224x224 pixels and then
averaged. The images of smaller resolutions learn
general shapes, and the higher resolution ones fo-
cus on the details. The average of all resized images
forms the generated image. The augmentations are
applied to this image. The loss to be optimized is
the cosine similarity between the features of this
image and the features of the target text.

5 Results

5.1 Language Supervision Compared to
Supervised Learning

The results of the comparison between FT and CLS
are shown in Table 1. The CLIP ViT-B/32 model
performs worst when using randomly initialized
weights with a linear probe. The improvement
when using pretrained weights is only marginal,
showing that the features of the general CLIP
model do not transfer to the chest radiographs of

Table 1: Table comparing the results of CLS and SL, set
into context with prior work. CLS stands for contrastive
language supervision, FT for supervised fine-tuning, ZS
for zero-shot, and LP for linear probe. Rand. indicates
that the weights of the network were randomly initial-
ized - in all other cases the pretrained weights from
Radford et al., 2021 are used. AUC stands for the macro
ROC-AUC, averaged over all labels and multiplied by
100 for legibility. Ours stands for the CLIP ViT-B/32
model.

(a) MIMIC-CXR (Johnson et al., 2019c)

Model Type AUC
Nunes et al., 2019 FT 65.6
Seibold et al., 2022 ZS 79.4
Ours Rand. + LP 66.5
Ours LP 66.7
Ours FT 77.2
Ours CLS + LP 77.8
Ours CLS + FT 77.3

(b) CheXpert (Irvin et al., 2019)

Model Type AUC
Seibold et al., 2022 ZS 78.9
Zhang et al., 2020 CLS + LP 87.3
Zhang et al., 2020 CLS + FT 88.1
Azizi et al., 2021 FT 77.0
Ours CLS + LP 87.2

(c) RSNA (Wang et al., 2017; Shih et al., 2019)

Model Type AUC
Zhang et al., 2020 CLS + LP 92.1
Zhang et al., 2020 CLS + LP 92.7
Han et al., 2021 FT 92.3
Ours CLS + LP 90.7

MIMIC-CXR. Training the model using FT in-
creases the AUC significantly from 0.66 to 0.77.
CLS beats this score by a slight margin. CLS with
only a linear probe is competitive with and slightly
superior to pure FT.

The comparison with the results of prior work
shows that similar performance has been reached
for all datasets. For both external datasets, CLS
with a linear probe reaches competitive perfor-
mance, which displays the generality of the learned
features.

5.2 Batch Size Ablation

The results of the batch size ablation experiment
can be seen in Figure 3. For smaller batch sizes, the
performance drops but stays above 0.75. Notably,
the best batch size is 576. The AUC drops for larger
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Figure 3: The batch size plotted against the test ROC
AUC score. The batch size is varied to investigate
whether a larger pool of negative samples is necessary
for CLS. The optimal batch size peaks at 576. Scale
LR indicates whether the learning rate is scaled linearly
with the batch size for batch sizes beyond 196.

batch sizes independent of the learning rate scaling
method. This drop demonstrates an upper limit of
the optimal batch size for our model and dataset.

5.3 Dataset Size Ablation

The results of the dataset size ablation study in Fig-
ure 4 show that the main results hold at varying
dataset sizes. Pretraining using CLS on the whole
dataset, followed by fine-tuning on a fraction of
the labels consistently performs best. CLS with a
linear probe outperforms FT for all dataset sizes
greater or equal than 10% (around 20,000 image-
text pairs) when trained for 50 epochs. With only
10% of the dataset, CLS nearly matches the per-
formance of applying it to the full dataset. The
difference between the performance of the 10 and
50 epoch runs is large for the CLS runs that use
at least 10% of the dataset size and small lower
dataset sizes. This discrepancy could indicate that
a critical dataset size of around 10% of the total
dataset size exists that CLS requires to learn good
representations.

5.4 Explainability via Text-to-image
Generation

The interpretability results are shown in the top row
of Figure 2. Qualitatively, one can observe that the
generated images display a lung and a heart. They
also greatly differ depending on which text they
are conditioned on. We consulted two radiologists
from a local clinic who both were able to assign
2 out of 4 diagnoses correctly to the generated
images. These qualitative analyses open the door
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Figure 4: The dataset size plotted against the test ROC
AUC score for FT and CLS. FT stands for supervised
fine-tuning, CLS for contrastive language supervision.
CLS + FT is the two-stage approach of first applying
CLS to text-image pairs, followed by full fine-tuning
via labels. CLS + LP is CLS followed by a linear probe.
The CLS on Full Data + FT approach uses all data for
CLS and a reduced dataset size for FT.

for further empirical studies.

6 Conclusion

We show that CLS with a simple linear probe out-
performs FT on the MIMIC-CXR dataset, even
when using small batch sizes on a single GPU.
Models trained using CLS generalize to datasets
of the same domain. CLS outperforms FT for all
dataset sizes down to 20,000 image-text pairs.

The optimal batch size in our experiments was
576. Furthermore, CLS stopped being performant
when using fewer than 20,000 training pairs. Future
work could investigate how the optimum batch size
changes depending on the dataset size and if this
critical dataset size is replicable for other datasets.
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Abstract

A new trend in topic modeling research is to
do Neural Topic Modeling by Clustering doc-
ument Embeddings (NTM-CE) created with a
pretrained language model. Studies have eval-
uated static NTM-CE models and found them
performing comparably to, or even better than
other topic models. An important extension
of static topic modeling is making the models
dynamic, allowing the study of topic evolution
over time, as well as detecting emerging and
disappearing topics. In this research proposal,
we present two research questions to under-
stand dynamic topic modeling with NTM-CE
theoretically and practically. To answer these,
we propose four phases with the aim of estab-
lishing evaluation methods for dynamic topic
modeling, finding NTM-CE-specific properties,
and creating a framework for dynamic NTM-
CE. For evaluation, we propose to use both
quantitative measurements of coherence and
human evaluation supported by our recently
developed tool.

1 Introduction

The ever-accelerating pace at which online docu-
ments, and specifically text documents, are pub-
lished creates a need for methods able to analyze
text documents in large quantities, something topic
models were created to do. In this paper, the term
document refers to a sequence of words in natural
language, such as a tweet or a news article. The
topic model analyzes a collection of documents to
discover the major topics appearing in it. Then,
each document is related to the discovered top-
ics. Successful topic modeling applications cover a
wide range of fields, such as studying historical doc-
uments (Newman and Block, 2006), discovering
gender bias in datasets (Devinney et al., 2020), and
catching new trends on social networks (Cataldi
et al., 2010).

Topic models that do not consider the tempo-
ral dimension of a document collection are called

static topic models. However, an important aspect
missed by such models is the evolution of topics
or different temporal contexts a document can be
situated in. For example, a topic centered around
diabetes will have a different discussion before and
after the discovery of insulin, and the topics sur-
rounding Ukraine have shifted rather dramatically
during 2022. Models that consider the temporal di-
mension are called dynamic topic models (DTMs).
This paper proposes an extensive study on how
to efficiently create DTMs based on neural topic
models.

Neural Topic Models (NTMs) are topic models
that are created with the help of neural networks
(Zhao et al., 2021). They became competitive with
the advances in language modeling in the previous
decade. An NTM with an incorporated pretrained
language model (PLM) is called NTM-PLM. A
pretrained language model, such as BERT (De-
vlin et al., 2019), is capable of embedding words
or documents into a vector representation that re-
flects aspects of the meaning of the text and thus
its relation to other texts. We define a document
embedding to be a mapping of the document collec-
tion to a vector space in such a way that the vector
representing a given document captures some sort
of information about the document. The informa-
tion should largely be obtained using the PLM, but
can also blend with other information if there is
extra input such as timestamps. Since each two
embedding vectors are at a certain well-defined
distance from each other in the vector space, the
conceptually most straightforward approach to do
topic modeling is to apply a distance-based clus-
tering algorithm to the embeddings. In this paper,
we call this procedure Neural Topic Modeling by
Clustering Embeddings (from pretrained language
models), NTM-CE.

The distinction between our definition of NTM-
CE and other models within the NTM-PLM sphere
is how the topics are formed. For a model to be an
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NTM-CE, the topics must be formed by applying a
distance-based clustering algorithm to the embed-
dings that were created by the PLM. We define the
core pipeline of NTM-CE as vectorization→ trans-
formation→ clustering. The most common NTM-
CE methods that we are aware of use a dimension
reduction technique as a vector transformation be-
fore clustering. However, we also consider other
transformations that could be applied to enhance
the vector space to discover meaningful topics. Be-
longing to our definition of NTM-CE models are
CETopic (Zhang et al., 2022) and BERTopic (Groo-
tendorst, 2022), but not models such as Embedding
Topic Model (ETM) (Dieng et al., 2020) or Ze-
roShotTM (Bianchi et al., 2021b) since the latter
do not directly cluster the embeddings. NTM-CE
models have shown promising performance (Sia
et al., 2020; Thompson and Mimno, 2020; Zhang
et al., 2022) when compared to classic generative
methods such as Latent Dirichlet Allocation (LDA,
Blei et al. (2003)).

Moreover, NTM-CE are gaining traction due to
their conceptual simplicity and modularity. Early
studies compare the topic coherence of NTM-CE
with other established models to legitimize its use.
However, an understudied part of these new topic
models is their ability to do dynamic topic mod-
eling. Having a conceptually simple DTM which
improves with advancements in language modeling
is attractive for many research communities and
industries whose data tends to end up consisting of
large unstructured sets of documents collected over
time. Dynamic topic modeling may, for instance,
enable a company to discover and react to trends
before they become mainstream.

An important aspect of research on DTMs is
how to evaluate such models. For the evaluation of
static models, there has been substantial research
on how different quantitative measurements relate
to topic quality and human judgment (Chang et al.,
2009; Lau et al., 2014). In contrast, little research
has been devoted to the fair comparison of DTMs.
Therefore, we suggest to develop a framework
to make such comparisons. In this proposal, we
present some potential ways in which such a com-
parative evaluation of DTMs could be done.

While NTM-CE is a promising technique, there
is little research on adding a temporal dimension to
NTM-CE and how to fairly compare DTMs. There-
fore, we propose the following research questions
in an attempt to thoroughly investigate the prospect

of using NTM-CE for dynamic topic modeling.

RQ1: What requirements exist for a dynamic topic
modeling system and how can NTM-CE prop-
erties respond to those requirements?

RQ2: How viable is dynamic topic modeling with
NTM-CE in practice?

With RQ1 we aim to lay a theoretical founda-
tion that will lead to knowledge that remains valid
beyond the current state of the art in language mod-
eling. The goal is to create a general framework and
to thoroughly address the strengths and weaknesses
of NTM-CE from a dynamic perspective. RQ2
puts theoretical knowledge into practice and will
reveal insights and limitations of dynamic NTM-
CE. Here, we strive to create functional models
that can solve problems of practical relevance for
academia and industry.

2 Literature Review

Topic modeling is a field within text mining whose
objective is to find topics that best describe a collec-
tion of documents and then assign the documents
to these topics. Models from the stochastic school
use Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) and its variants to fulfill this objective us-
ing probabilistic distributions to discover topics.
The field of dynamic topic modeling (DTM1) is the
study of topics evolving over time. Discrete DTM
such as Discrete LDA (d-LDA) (Blei and Lafferty,
2006) divides a topic into batches of discrete time
steps where the next time step in a topic evolves
from the previous. Continuous DTM (c-DTM) as
introduced by Wang et al. (2008) borrowed the
concept of Brownian motion from physics, which
makes it possible to view the evolution of topics in
continuous time. Another model that works con-
tinuously is Topics Over Time (TOT) by Wang and
McCallum (2006) which associates each topic with
a beta distribution representing the temporal dimen-
sion. In our project, we wish to study how to create
a continuous-time topic model with NTM-CE as
its basis. In addition, we want to use the dynamic
models mentioned above for benchmarking future
models.

With the introduction of Word2Vec (Mikolov
et al., 2013), topic modeling saw a new era of
models that make use of embeddings. The sur-
veys by Zhao et al. (2021) and Churchill and Singh

1We use the abbreviation DTM for both the modeling
techniques and the resulting models.
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(2021) describe how topic modeling meets neural
networks in the modern era. They also describe
many models that incorporate PLMs. Dieng et al.
(2020) proposed a model called Embedded Topic
Model (ETM) that merges LDA and Word2Vec into
the same vector space. This makes it possible to
extract more meaningful topics. The dynamic ver-
sion of this model (d-ETM, Dieng et al. (2019))
similarly merges d-LDA with Word2Vec. Bianchi
et al. (2021b) and Bianchi et al. (2021a) describe
other examples of models that incorporate embed-
dings created by PLM (e.g. S-BERT, Reimers and
Gurevych (2019)) to a traditional topic modeling
structure, but without using a distance-based clus-
tering algorithm to determine topics.

Models that directly cluster vectors in the vector
space created by a PLM are what we call NTM-CE.
The popularity of this approach increased after the
release of BERT (Devlin et al., 2019), and most
models since then have used BERT or a BERT vari-
ant. Sia et al. (2020) used BERT, principle com-
ponent analysis (PCA) (Pearson, 1901; Hotelling,
1933), and K-Means clustering (Lloyd, 1982) and
found the NTM-CE pipeline to perform similarly to
LDA. Thompson and Mimno (2020) compared dif-
ferent flavors of BERT and GPT-2 (Radford et al.,
2019) in combination with PCA and K-Means, also
concluding that the technique performs better than
LDA. Using more recent libraries, Grootendorst
(2022) proposed BERTopic, which uses BERT,
UMAP (McInnes et al., 2018), and HDBSCAN
(Campello et al., 2013; McInnes and Healy, 2017)
together with a novel term-weighting procedure
c-TF-IDF to discover topics in news data. Simi-
larly, Zhang et al. (2022) use BERT, UMAP, and K-
Means together with term weighting and conclude
that the model outperforms all previous models.
While all of these models use PLM embeddings,
there is no consensus as to which embeddings
to cluster. Sia et al. (2020) clusters vocabulary-
level embeddings, Thompson and Mimno (2020)
clusters token-level embeddings and Grootendorst
(2022) clusters sentence-level embeddings. Part of
the current proposal is to investigate differences
in properties between different embedding choices
and to study whether one of them is preferable for
NTM-CE.

Taking another perspective, Meng et al. (2022)
jointly train the dimension reduction and clustering
components to obtain a vector space with high clus-
terability in the sense of (Ackerman and Ben-David,

2009). Their model TopClus was highly successful
and thus an interesting testament to what can be
done when combining components. However, to
limit the research plan described here, we will ini-
tially focus on approaches with separately trained
components, saving jointly trained ones for later.

3 Proposed work

In this section, we present the proposed work to
seek answers to the research questions posed in
Section 1. The research is divided into four phases,
expected to correspond to 1–2 papers each. The
work is to be done over two years. Before explain-
ing the phases, an outline of a potential system that
is supposed to accompany the theoretical work is
given.

3.1 Topic Modeling System

The preliminary framework for a dynamic NTM-
CE is shown in Figure 1. As previously mentioned,
the core of an NTM-CE model is vectorization→
transformation → clustering. To make it a dy-
namic topic model, the component temporalization
is added. The temporal functionality is loosely
defined as the part of the system that adds the dy-
namic aspect to the topic model. For the discrete
case, this could be the binning of the documents
depending on their timestamps. For the continuous
case, this could be relating the documents to a time
function. Deciding how the temporalization should
be designed and where it should be placed in the
system is a core part of the research to be done.

In terms of limitations, systems for topic mod-
eling usually have an additional component that
roughly describes each of the topics in a human-
readable format. This description usually takes the
form of keywords. However, the exploration of
topic descriptions is considered to be outside the
scope of this research proposal as the aim of the
project is to study the dynamic aspect. Another
limitation of NTM-CE is that the topics need to be
created by a distance-based clustering algorithm.
This means that the system will have freedom in
how to create and manipulate vectors, but that the
vectors in the end must be susceptible to mentioned
clustering algorithms.

3.2 Phases

Phase I: An intuitive NTM-CE model in discrete
time that can be compared with other DTMs will
be implemented. The previously mentioned experi-
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Figure 1: A preliminary framework in which to build dynamic topic models. The temporalization component is
loosely defined as the part that adds functionality for making the topic modeling system dynamic. This includes
binning documents to different timesteps and also a more explorative continuous function for NTM-CE. TC=Topic
Coherence. TD=Topic Diversity.

ments by Grootendorst (2022) compared a binned
BERTopic with d-LDA on the averaged topic coher-
ence and topic diversity over a number of timesteps.
However, we want to compare more models binned
in this way, as well as models such as TOT and
c-DTM. This work will establish a baseline for the
comparison of dynamic topic models. Phase I will
include the work to develop a code base for the
comparison and evaluation of dynamic topic mod-
els. The evaluation, discussed further in Section 4,
will combine automatic quantitative metrics and
human evaluation. Moreover, familiarization with
the strengths and weaknesses of existing models is
crucial for continued research.

Phase II: An exploration of general NTM-CE
properties is needed to work towards RQ1. Prop-
erties are often revealed in the vector space as pat-
terns or structures that could be exploited. The re-
quirements an ideal dynamic topic modeling would
put on a system will be used to guide which prop-
erties to look for and to extract from NTM-CE.
Properties could originate from any of the compo-
nents described in Section 3.1, or a combination
of them. A topic model based on the properties
found will be developed. This model would likely
compete with the state-of-the-art models or show-
case some other features that are unique to dynamic
NTM-CE.

Phase III: After developing a model in Phase II,
the model will be generalized into a framework
that is robust to future changes in components. A
natural start is to generalize the framework to in-
clude Word2Vec-based models. With that, we can

see if the properties found for transformations are
general enough for different PLMs or if we need
to reconsider. The desired outcome of this phase
is a framework that not only works for the spe-
cific components available today, such as current
transformer-based models, but would allow replac-
ing components in the pipeline with future, more
advanced ones.

Phase IV: The last step after developing a frame-
work will be to expand the evaluation and study fur-
ther application areas. The project has an industry
partner and will therefore have the unique opportu-
nity to perform real-world evaluations on industry
datasets of news articles, considering applications
more relevant to those outside of academia. A
planned study is to look at the news cycle spanning
over at least two years to analyze events that reoc-
cur, and events that emerge and then disappear. An-
other ongoing related project at our home university
looks at the detection of formal narrative structures
in news articles with the aim to use it in longitu-
dinal studies of reporting. Moreover, our home
university does extensive work in gender studies
which opens up for similar studies around gender
bias. For example, the dynamic topic model can be
used to identify changes in the use of stereotypical
gender roles in language, and, in extension, that
understanding may help the debiasing of datasets
used in NLP.

4 Evaluation

Evaluation of topic models is not trivial as the
lack of an objective ground truth makes it hard
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Figure 2: The topic browser that can be used for quick human evaluation of topics. The main functions are the 3D
graph which shows a reduced version of the vector space, the list of topics with keywords, the list of articles in a
topic, and the article text of a selected article.

to achieve a consensus on the number and nature
of topics. Automatic measurements for evaluating
topic models are topic coherence and topic diver-
sity. While there are many approaches, topic co-
herence is usually automatically measured using
normalized point-wise mutual information (NPMI,
Bouma (2009)) and is considered by some to mimic
human judgment (Lau et al., 2014). Topic diver-
sity measures in different ways how diverse the
top words in a topic are to each other (Bischof and
Airoldi, 2012; Dieng et al., 2020; Bianchi et al.,
2021a). There are tools like OCTIS (Terragni et al.,
2021) that make it easy to compare static topic
models. We plan to extend OCTIS or use similar
ideas to facilitate fair comparisons between DTMs.
As a first step, an OCTIS extension may average
topic coherence and topic diversity over the time
steps as has been done by Grootendorst (2022) and
Dieng et al. (2019). Furthermore, part of the work
in Phase I will be to assess how to measure aspects
more specific to dynamic modeling requirements.
This could, e.g., result in the requirement to de-
velop an initial benchmark dataset for topic change
over time, or to find a way to quantitatively assess
topic change without a ground truth.

The importance of automatic measurements that

correlate with human judgment has been known
(Chang et al., 2009) and NPMI was adopted af-
ter showing such a correlation. However, a recent
study by Hoyle et al. (2021) argues that automatic
coherence measurements, including the prevail-
ing topic model evaluation standard NPMI, should
not be considered equivalent to human judgment.
Therefore, we plan to complement automatic mea-
surements with human evaluation when resource
allocation is justified, for example, when a core pil-
lar of the work needs to be validated. Qualitatively,
we assume that a human can look at a sample of
topics produced by a topic model and decide if they
think the topics are coherent and also which doc-
uments should not be considered to belong to the
topic. We use this assumption to develop a tool for
rapid human evaluation of topics, which we intend
to make use of to validate automatic measurements.
This tool is described further in Section 5

5 Preliminary Work

STELLAR2 (Systematic Topic Evaluation Lever-
aging Lists of ARticles) (Eklund and Forsman,
2022) was developed as a tool for rapid human

2https://github.com/antoneklund/STELLAR
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evaluation; see Figure 2. The idea behind it is that
the coherence of a topic can be more confidently
assessed if an evaluator reads the actual titles and
text of the articles rather than only a few describing
keywords. By having the evaluator systematically
go through all topics, we can get a score for how
well the model performs from a human perspective.
This requires expert evaluators who can contextual-
ize a given number of articles and then also mark
articles that do not belong to the topic.

STELLAR is supposed to aid the evaluation pro-
cess and make it faster. The core functionalities
are a topic list, an article list from the chosen topic,
a box for reading the article text body, and a 3D
visualization of the document vector space. In the
article list, the articles can be marked as not be-
longing to the topic. The tool will be extended
to make it easier to analyze dynamic topic models.
The extension could add functionality like selecting
articles within different time periods, visualizing
the varying size of topics over time, or visualizing
changes in the topic description over time. The
functions and statistics that are needed we expect
to become clear over the course of working with
this project.

6 Impact

In the current information era, there are obvious
benefits to having fast and trusted topic models
which can process large corpora of documents. We
have seen that there is a wide range of applications
such as analyzing historical documents, social me-
dia, or news articles. Research on NTM-CE is
particularly interesting because of the modularity
of the different components, especially to isolate
the language model in the system. This allows for
exchanging parts of the system when new and bet-
ter components are developed, meaning that this
type of topic modeling will continue to improve
even after the popular language model at the time
is superseded by a better one. Developing a solid
framework for dynamic topic modeling with this
modularity will ensure that NTM-CE models are as
flexible as LDA-based models in their applications.

7 Summary

This paper presented an outline to explore the dy-
namic topic modeling in detail with NTM-CE. We
proposed two research questions in an attempt to
cover both the theoretical framework and practical
application of dynamic topic modeling with NTM-

CE. We propose four phases in which the work will
be done and where the main contributions will be:
1) a codebase for evaluating dynamic topic mod-
els, 2) a general framework for how to efficiently
create dynamic topic models with NTM-CE, and
3) insights from practical application of the frame-
work to various datasets. The research questions
and phases were developed to the best of our abil-
ity with our current understanding. However, we
see them as constantly evolving as we learn more.
Therefore, we highly welcome all types of input
from the research community to make this project
as relevant and impactful as it can be.
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Abstract

Concrete words refer to concepts that are
strongly experienced through human senses
(banana, chair, salt, etc.), whereas abstract con-
cepts are less perceptually salient (idea, glory,
justice, etc.). A clear definition of abstract-
ness is crucial for the understanding of human
cognitive processes and for the development
of natural language applications such as fig-
urative language detection. In this study, we
investigate selectional preferences as a crite-
rion to distinguish between concrete and ab-
stract concepts and words: we hypothesise that
abstract and concrete verbs and nouns differ re-
garding the semantic classes of their arguments.
Our study uses a collection of 5, 438 nouns and
1, 275 verbs to exploit selectional preferences
as a salient characteristic in classifying English
abstract vs. concrete words, and in predicting
their concreteness scores. We achieve an f1-
score of 0.84 for nouns and 0.71 for verbs in
classification, and Spearman’s ρ correlation of
0.86 for nouns and 0.59 for verbs.

1 Introduction

Concepts can be viewed in accordance with how
humans perceive them. Those that are easily per-
ceptible with any of the five senses are referred to
as concrete concepts, whereas those that cannot be
seen, heard, touched, smelled, or tasted as abstract
concepts (Brysbaert et al., 2014). Examples of
concrete concepts are axe, cup, salt, and elephant,
whereas examples of abstract concepts are belief,
spirituality, and intuition. Based on an analysis of
noun concepts from the University of South Florida
dataset (Nelson et al., 2004) and their occurrence
in the British National Corpus (Leech et al., 1994),
abstract words tend to be much more common in
everyday usage (Hill et al., 2014).

The distinction between concrete and abstract
concepts is quite important in linguistics, psy-
cholinguistics, as well as computational linguistics.
Furthermore, studies have shown that concreteness

measures are useful in a number of applications,
such as lexicography (Kwong, 2011), document
comprehensibility (Tanaka et al., 2013), and figura-
tive language detection (Turney et al., 2011; Köper
and Schulte im Walde, 2016; Aedmaa et al., 2018;
Piccirilli and Schulte im Walde, 2022).

Theories of cognition contend that concrete and
abstract words should co-occur most frequently
with concrete words because concrete information
connects the actual use of both concrete and ab-
stract words to their mental representation (Barsa-
lou, 1999; Pecher et al., 2011). However, previ-
ous corpus-based empirical studies do not show the
same pattern. Bhaskar et al. (2017), Frassinelli et al.
(2017), and Naumann et al. (2018) found that con-
crete words tend to co-occur with other concrete
words, whereas abstract words tend to co-occur
with other abstract words. Zooming into more
specific co-occurrence conditions, Frassinelli and
Schulte im Walde (2019) however demonstrated a
more diverse empirical picture: they investigated in-
teraction patterns of abstract and concrete English
nouns and verbs in subcategorisation relations, and
found that specific combinations indicated specific
types of literal vs. figurative language usage, e.g.,
strongly associated abstract verbs subcategorising
concrete direct objects often exhibited metonymy
(e.g., recommend a book), while concrete verbs in
the same relationship more often indicated literal
language use (e.g., write a book).

In this study, we focus on selectional preferences
as a way to investigate the inconsistencies between
cognitive theories and empirical results reported
above. Selectional preferences indicate the ten-
dency that predicates impose semantic restrictions
on the realisations of their complements, i.e., co-
occurrence in a syntactic predicate-argument re-
lationship (Resnik, 1993; Brockmann and Lapata,
2003; Erk et al., 2010; Schulte im Walde, 2010).
For example, see sentences (1)–(3) with the verb
eat, which requires an edible entity as direct object.
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(1) Amy is eating chocolate.

(2) ∗Chris is eating justice.

(3) Joe had to eat dirt for his earlier statement.

While the example in (1) is perfectly plausible, the
example in (2) is not, because justice violates the
selectional preferences of the governing predicate
eat. Similarly, in (3) we see a violation that can
only be resolved as a metaphorical reading.

Our study investigates whether selectional pref-
erences represent a semantic criterion to establish
empirical differences between the two semantic
classes of abstract vs. concrete words. We thus
suggest a more in-depth look into co-occurrence
conditions in comparison to previous work that
explored either window-based or purely syntac-
tic co-occurrence. In this vein, we present two
data-driven experiments focusing on (i) selectional
preferences of English verbs regarding their sub-
categorisation of subjects and direct objects, and
(ii) inverse selectional preferences of English nouns
being subcategorised as subjects and direct objects.
We use selectional preferences as features (a) in a
binary classification task, to distinguish between
more abstract vs. more concrete nouns/verbs, and
(b) in a regression analysis, to predict the concrete-
ness ratings of nouns and verbs.

2 Related Work

Frassinelli et al. (2017) quantitatively investigates
differences between abstract and concrete words
by analysing the abstractness of their respective
context words. They showcase that concrete words
tend to co-occur with other concrete words whereas
abstract words co-occur with abstract words. Nau-
mann et al. (2018) and Frassinelli and Schulte im
Walde (2019) analyse the interactions of nouns and
verbs in verb-noun subcategorisation by looking
at types of syntactic relations between nouns and
verbs (see above).

Another strand of research has exploited multi-
modal approaches to infer concreteness. Hill et al.
(2014) investigates which aspects of concreteness
can be learned using multi-modal models and
which are the most salient linguistic features con-
tributing to it. Bhaskar et al. (2017) combine visual
properties extracted from images and distributional
representations built from textual data to distin-
guish between abstract and concrete words.

3 Dataset

For our research, we utilise the concreteness rat-
ings for approximately 40, 000 English words from
Brysbaert et al. (2014) (henceforth, Brysbaert
norms). The ratings were collected via crowd-
sourcing on Amazon Mechanical Turk. Each word
was presented to at least 25 participants who were
asked to rate the word on a scale from 1− 5 where
1 indicates clearly abstract and 5 indicates clearly
concrete concepts. The scores were then aver-
aged across participants to obtain a mean concrete-
ness rating for each word. The ratings were col-
lected out-of-context and without providing any
information about part-of-speech (POS). In a post-
processing step, part-of-speech tags and frequen-
cies were added to the target words, based on the
SUBTLEX-US corpus (Brysbaert et al., 2012).

Following Schulte im Walde and Frassinelli
(2022), we extracted and added frequency in-
formation based on the English web corpus
ENCOW16AX1 (Schäfer and Bildhauer, 2012;
Schäfer, 2015), as well as the most frequent POS
tag associated with each target word. In our final
dataset, we only included targets where the POS
provided in the original collection corresponded
to the POS extracted from the ENCOW16AX cor-
pus, the corpus that we use in our experiments.
We also removed words for which their predomi-
nant POS tag does not represent at least 95% of all
POS tags of the target, to reduce ambiguity, and all
words with a frequency below 10, 000, to remove
infrequent words. After filtering, the resulting col-
lection includes 5, 438 noun targets and 1, 275 verb
targets.

4 Methods and Experiments

In the following, we present our two experiments
exploiting selectional preferences to distinguish be-
tween degrees of abstractness. The selectional pref-
erence features for our verb and noun targets are
induced from the ENCOW16AX corpus mentioned
above, which contains 20 billion sentences and is
syntactically parsed. We focus on two word-class
interactions regarding our verb and noun targets.

• Verb-Noun Interaction: The verbs interplay
with nouns in two ways: verb-object interac-
tion and subject-verb interaction. We investi-
gate these two scenarios in the following way:

1https://www.webcorpora.org/encow/
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– A root verb having a direct object (dobj)
as a syntactic child. For example: Filip
baked a cake. Here, the noun cake is a
direct object argument of the verb bake.

– A root verb with a syntactic child as a
nominal subject (nsubj). For example:
The student is sleeping. Here, the verb
sleep takes the noun student as subject.

• Noun-Verb Interaction: We consider the in-
verse selectional preferences from the point
of view of nouns (Erk et al., 2010), again as
two sub-cases.

– A nominal subject (nsubj) which is a sin-
gular noun (NN) whose syntactic parent
is a root verb.

– A direct object (dobj) which is a NN
whose syntactic parent is a root verb.

We now discuss how selectional preference features
for these two cases were computed and used.

4.1 Selectional Preference Features
For each of the above four sub-cases, we calculate
the (inverse) selectional preference scores for each
verb and each noun in three ways:

(i) Frequency-based: number of times a noun rep-
resents an argument (subject/direct object, de-
pending on the sub-case) of a particular verb.

(ii) Feature normalisation: min-max normalisa-
tion of selectional preference frequencies in (i)
by normalising the co-occurrences for a par-
ticular noun across all verbs.

(iii) Row normalisation: min-max normalization
of selectional preference frequencies in (i) by
normalising the co-occurrences for a particu-
lar verb across all nouns.

In this way, we construct three variants of (inverse)
selectional preference vectors for all our verb tar-
gets across all subject/object nouns, and for all
our noun targets as subjects/objects across all sub-
categorising verbs (i.e., the reverse syntactic de-
pendency direction). These variants are assessed
and compared against each other as well as against
co-occurrence irrespective of any syntactic rela-
tionship (i.e., "just" co-occurrence within the same
sentence context, because previous studies looked
at any co-occurring words), for each of the above-
mentioned sub-cases, and in two experimental se-
tups.

4.2 Binary Classification
In this first set of experiments, we classify both
the 5, 438 nouns and the 1, 275 verbs into abstract
vs. concrete words. Since the concreteness ratings
range from 1− 5, we treat words with ratings ≤ 3
as abstract and those with ratings > 3 as concrete.
The resulting two classes are henceforth referred to
as Complete set.

Given that mid-range concreteness scores are
generally more difficult in their generation by hu-
mans and consequently noisier in their distribu-
tional representations (Pollock, 2018; Schulte im
Walde and Frassinelli, 2022), we additionally con-
struct the following variants of our target sets.

• We exclude target words that have concrete-
ness scores between 2.5 and 3.5. These words
can be difficult to classify because they are
neither clearly abstract nor clearly concrete.
After excluding these ‘neutral’/‘mid-scale’
words we have 4, 061 nouns (2, 757 concrete
and 1, 304 abstract), and 769 verbs (118 con-
crete and 653 abstract). We call this set the
Extremes set.

• We exclude target words with a standard de-
viation > 1.3 because in these cases annota-
tors strongly disagreed. We refer to the set of
words excluding these ‘disagreed’ words as
Agreed set, containing 3, 456 nouns and 766
verbs.

The distribution of the Brysbaert norms for nouns
is skewed heavily towards high scores (concrete)
and, on the contrary, for verbs towards low scores
(abstract). For example: the most concrete 1, 000
nouns can be found in the interval 4.86 − 5.00
whereas the most abstract 1, 000 nouns range from
1.00 to 1.92. So, instead of considering the ex-
treme 1, 000 abstract and 1, 000 concrete nouns
or 500 concrete and 500 abstract verbs, as done
in some of our previous studies (Bhaskar et al.,
2017; Naumann et al., 2018; Schulte im Walde
and Frassinelli, 2022), we investigate how words
in different binned ranges of concreteness ratings
differ. To do this, we binary classify target words
that have scores in the range of 1− 2 against words
with scores 2 − 3, 3 − 4, and 4 − 5. In this way,
we manage to overcome the skewness in the distri-
butions albeit with a trade-off for class imbalance.
The binary classification between words having rat-
ings 1 − 2 vs. 4 − 5 is similar to classifying only
the most abstract and concrete words.
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Datasets
Train Test

Total Abstract Concrete Total Abstract Concrete

Nouns
All 4, 350 1, 628 2, 722 1, 088 407 681
Extremes 3, 248 1, 043 2, 205 813 261 552
Agreed 2, 764 851 1, 913 692 213 479

Verbs
All 1, 020 774 246 255 194 61
Extremes 616 522 94 155 131 24
Agreed 572 463 109 144 116 28

Table 1: Data split 80 : 20 across experiments.

Targets & Selectional Preferences Accuracy Precision Recall F1-score

Verbs
Subject 0.80 0.75 0.63 0.65
Direct Object 0.77 0.70 0.72 0.71
Co-occurrence 0.77 0.78 0.77 0.77

Nouns
Subject (inverse) 0.84 0.83 0.84 0.83
Direct Object (inverse) 0.85 0.84 0.84 0.84
Co-occurrence 0.87 0.86 0.87 0.87

Table 2: Evaluation of binary classifications using SVMs with row-normalised features.

In the binary experiments we use three differ-
ent classifiers: Support Vector Machines (SVMs)
with rbf kernel, Random Forests and Logistic Re-
gression. The binary classification is evaluated
using accuracy, precision, recall, and f1-score to
address the data skewness between classes. We
use an 80:20 data split between train and test set
using stratified sampling for our experiments, see
Table 1. We also perform a hyper-parameter search
optimising the parameters.

4.3 Regression: Predicting Concreteness
Ratings

This task pertains to predicting the concreteness
ratings from 1 − 5. We use Gradient Boosting to
predict the concreteness scores of 5, 438 nouns and
1, 275 verbs. The predicted concreteness ratings
are evaluated using Spearman’s rank-order correla-
tion coefficient ρ against the average human ratings
from the Brysbaert norms.

5 Results and Discussion

Table 2 reports the accuracy, precision, recall and
f1-score results for our binary classifications across
subject and direct object selectional preference con-
ditions in comparison to simple co-occurrences.
Using SVM with row-normalised features and
the regularization parameter C = 5 for both the

verb-noun and the noun-verb settings,2 the best
f1-score results are achieved when relying on co-
occurrences (0.87 for noun targets and 0.77 for
verb targets), while selectional preference features
reached 0.84 for nouns and 0.71 for verbs when
relying on selectional preferences for direct objects,
and 0.83 for nouns and 0.65 for verbs when relying
on selectional preferences for subjects.

Figure 1 shows accuracy scores of the binary
classification for nominal subjects (left) and direct
objects (right) across our binned ranges of concrete-
ness ratings, i.e. classifications between words in
the concreteness ranges 1 − 2 vs. 2 − 3, 3 − 4,
and 4− 5. Unsurprisingly, accuracy increases with
stronger differences between the ratings of the two
classes. We also indicate the results for binary clas-
sification of the Complete sets (red dotted lines,
also see accuracies in Table 2), and results for dis-
tinguishing the Extremes sets (green lines), which
are similar as for distinguishing between bins 1− 2
and 4− 5, as expected.

Table 3 shows the results for our regression ex-
periments, which are more difficult because they
target the whole range of scores. We report best
Spearman’s ρ correlations of 0.865 for predicting
noun scores, and 0.596 for predicting verb scores.
In these experiments, the best results are reached

2Results obtained with Logistic Regression and Random
Forest classification models are comparable.
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Figure 1: Classifying abstract vs. concrete nouns based on selectional preference features.

Targets & Selectional Preferences Freq-Based Feature Norm. Row Norm.

Verbs
Subject 0.479 0.479 0.520
Direct Object 0.548 0.552 0.596
Co-occurrence 0.424 0.462 0.473

Nouns
Subject (inverse) 0.795 0.795 0.809
Direct Object (inverse) 0.851 0.858 0.865
Co-occurrence 0.822 0.822 0.861

Table 3: Spearman’s ρ correlations across regression experiments.

when using direct object selectional preferences,
outperforming both subject selectional preference
features and co-occurrences in all conditions, with
various difference strengths for feature-based and
normalisation variants. Between feature-based and
normalisation variants we do not observe strong
differences. The reported best results relying on
direct object selectional preferences are obtained
with the following hyper-parameters for verb tar-
gets: 200 trees, with a depth of 3 and learning rate
of 0.05, and for noun targets: 200 trees, with a
depth of 7 and learning rate of 0.05.

Across binary and regression experiments and
experiment settings, the obtained results are better
for noun targets than for verb targets, which is in
line with our previous work (Schulte im Walde and
Frassinelli, 2022). On the one hand, we hypothe-
sise that this is due to the smaller number of data
points and higher data skewness for verbs in com-
parison to nouns, as depicted in the data split in
Table 1; on the other hand, we assume that verbs are
semantically more difficult to distinguish regard-

ing any meaning aspects, because they are more
ambiguous (which is presumably also reflected in
their concreteness ratings).

Comparing selectional preference features rely-
ing on subjects vs. direct objects, we consistently
observe that selectional preferences across direct
objects provide more salient features for distin-
guishing between abstract and concrete nouns and
verbs than subjects do.

In comparison to previous work, our Spearman’s
ρ correlations for predicted noun ratings (0.865)
and direct objects selectional preference features
are comparable to Bhaskar et al. (2017), which
shows a Spearman’s ρ correlation of 0.86 for 9, 241
nouns and 0.78 for the extreme 2, 000 nouns. How-
ever, their best-performing models utilise both tex-
tual embeddings as well as image embedding. Our
results are able to achieve similar performance on
our 4, 538 nouns with only textual selectional pref-
erence features.

96



6 Conclusion

In this study, we explored the use of selectional
preferences as a linguistically more specific seman-
tic criterion than purely sentential co-occurrences,
when establishing empirical differences between
the two semantic classes of abstract vs. concrete En-
glish verbs and nouns. Within a set of binary classi-
fication experiments varying selectional preference
features, normalisations, classifiers, and more or
less extreme differences in concreteness scores of
the words in the classes, simple co-occurrence gen-
erally outperformed the semantically more fine-
grained selectional preferences; in contrast, se-
lectional preferences for direct objects improved
over subject preferences and co-occurrences when
used in the more fine-grained concreteness predic-
tions of regression models. So overall, the more
fine-grained semantic features are helpful in the
more fine-grained perception-based semantic dis-
tinctions, and the core information in these com-
binations are verb-object semantic subcategorisa-
tions.
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