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Abstract

Recent progress in language model pre-training
has led to important improvements in Named
Entity Recognition (NER). Nonetheless, this
progress has been mainly tested in well-
formatted documents such as news, Wikipedia,
or scientific articles. In social media the land-
scape is different, in which it adds another layer
of complexity due to its noisy and dynamic na-
ture. In this paper, we focus on NER in Twit-
ter, one of the largest social media platforms,
and construct a new NER dataset, TweetNER7,
which contains seven entity types annotated
over 11,382 tweets from September 2019 to
August 2021. The dataset was constructed by
carefully distributing the tweets over time and
taking representative trends as a basis. Along
with the dataset, we provide a set of language
model baselines and perform an analysis on the
language model performance on the task, espe-
cially analyzing the impact of different time pe-
riods. In particular, we focus on three important
temporal aspects in our analysis: short-term
degradation of NER models over time, strate-
gies to fine-tune a language model over differ-
ent periods, and self-labeling as an alternative
to lack of recently-labeled data. TweetNER7 is
released publicly' along with the models fine-
tuned on it%.

1 Introduction

Named Entity Recognition (NER) is a long-
standing NLP task that consists of identifying an
entity in a sentence or document, and classifying
it into an entity-type from a fixed typeset. One of
the most common and successful types of NER sys-
tem is achieved by fine-tuning pre-trained language
models (LMs) on a human-annotated NER dataset

"https://huggingface.co/datasets/tner/
tweetner?7

NER models have been integrated into TweetNLP
(Camacho-Collados et al., 2022) and can be found at
https://github.com/asahi417/tner/tree/master/
examples/tweetner7_paper

with token-wise classification (Peters et al., 2018;
Howard and Ruder, 2018; Radford et al., 2018,
2019; Devlin et al., 2019). Remarkably, LM fine-
tuning based NER models (Yamada et al., 2020; Li
et al., 2020) already achieve over 90% F1 score in
standard NER datasets such as CoNLL2003 (Tjong
Kim Sang and De Meulder, 2003) and OntoNotes5
(Hovy et al., 2006). However, NER is far from
being solved, specialized domains such as financial
news (Salinas Alvarado et al., 2015), biochemi-
cal (Collier and Kim, 2004), or biomedical (Wei
et al., 2015; Li et al., 2016) still pose additional
challenges (Ushio and Camacho-Collados, 2021).
Lower performance in these domains may be at-
tributed to various factors such as the usage specific
terminologies within those domains, which LMs
have not seen while pre-training (Lee et al., 2020).

Among recent studies, social media has been
acknowledged as one of the most challenging do-
mains for NER (Derczynski et al., 2016, 2017).
Social media texts are generally more noisy and
less formal than conventional written languages
in addition to its vocabulary specificity. In so-
cial media, there is another particular feature that
needs to be addressed, which is the presence of
(quick) temporal shifts in the text semantics (Rijh-
wani and Preotiuc-Pietro, 2020), where the mean-
ing of words is constantly changing or evolving
over time. This is a general issue with language
models (Lazaridou et al., 2021), but it is especially
relevant given the dynamic landscape and imme-
diacy present in social media (Del Tredici et al.,
2019). There have been a few specific approaches
to deal with the temporal shifts in social media. For
instance, Loureiro et al. (2022) addressed this issue
by pre-training language models on a large tweet
collection from different time period, highlighting
the importance of having an up-to-date language
model. Agarwal and Nenkova (2022) studied the
temporal-shift in various NLP tasks including NER
and analyzed methods to overcome the temporal-
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shift with strategies such as self-labeling.

In this paper, we propose a new NER dataset
for Twitter (TweetNER7 henceforth). TweetNER7
contains tweets from diverse topics that are dis-
tributed uniformly from September 2019 to Au-
gust 2021. It contains 11,382 annotated tweets in
total, spanning seven entity types (person, loca-
tion, corporation, creative work, group, product,
and event). To the best of our knowledge, Tweet-
NER?7 is the largest Twitter NER datasets with a
high coverage of entity types TTC (Rijhwani and
Preotiuc-Pietro, 2020) contains about same amount
of annotation yet with three entity types, while
WNUT17 (Derczynski et al., 2017) has six entity
types yet suffer from very small annotations. The
tweets for TweetNER7 were collected by querying
tweets with weekly trending keywords so that the
tweet collection covers various topics within the
period, and we further removed near-duplicated
tweets and irrelevant tweets without any specific
topics in order to improve the quality of tweets. We
provide baseline results with language model fine-
tuning that showcases the difficulty of TweetNER7,
especially when dealing with time shifts. Finally,
we provide a temporal analysis with different strate-
gies including self-labeling, which does not prove
highly beneficial in our context, and provide in-
sights in the model inner working and potential
biases.

2 Related Work

There is a large variety of NER datasets in the liter-
ature. CoNLL2003 (Tjong Kim Sang and De Meul-
der, 2003) and OntoNotes5 (Hovy et al., 2006)
are widely used common NER datasets in the lit-
erature, where the texts are collected from pub-
lic news, blogs, and dialogues. WikiAnn (Pan
et al., 2017) and MultiNERD (Tedeschi and Nav-
igli, 2022) are both multilingual NER datasets
where the training set is constructed by distant-
supervision on Wikipedia and BabelNet. As far as
domain-specific NER datasets are concerned, FIN
(Salinas Alvarado et al., 2015) is a NER dataset
of financial news, while BioNLP2004 (Collier and
Kim, 2004) and BioCreative (Wei et al., 2015; Li
et al., 2016) are both constructed from scientific
documents of the biochemical and biomedical do-
mains. However, none of these datasets address the
same challenges posed by the social media domain.

In the social media domain, the pioneering Broad
Twitter Corpus (BTC) NER dataset (Derczynski

et al., 2016) included users with different demo-
graphics with the aim to investigate spatial and
temporal shift of semantics in NER. More recently,
the test set of WNUT2017 (Derczynski et al., 2017)
contained unseen entities in the training set from
broader social media including Twitter, Reddit,
YouTube, and StackExchange. The recent Twee-
BankNER dataset (Jiang et al., 2022) annotated
TweeBank (Liu et al., 2018) with entity labels to in-
vestigate the interaction between syntax and NER.

The most similar dataset to ours is the Temporal
Twitter Corpus (TTC) NER dataset. (Rijhwani and
Preotiuc-Pietro, 2020), which was also aimed at
analysing the temporal effects of NER in social
media. For this dataset, 2,000 tweets every year
from 2014 to 2019 were annotated. In general,
however, these social media datasets suffer from
limited data, non-uniform distribution over time, or
limited entity types (see Subsection 3.3 for more
details). In this paper, we contribute with a new
NER dataset (TweetNER7) based on recent data un-
til 2021, which is specifically designed to analyze
temporal shifts in social media.

3 TweetNER7: Dataset Construction,
Statistics and Baselines

In this section, we present our time-aware NER
dataset from publicly available tweets with seven
general entity types, which we refer as TweetNER?7.
In the following subsections, we describe the data
collection (Subsection 3.1) and annotation (Subsec-
tion 3.2) processes. We also share relevant statistics
(Subsection 3.3) and baseline results (Subsection
3.4) of our dataset.

3.1 Data Collection

This NER dataset annotates a similar tweet collec-
tion used to construct TweetTopic (Antypas et al.,
2022). The main data consists of tweets from
September 2019 to August 2021 with roughly same
amount of tweets in each month. This collection pe-
riod makes it suitable for our purpose of evaluating
short-term temporal-shift of NER on Twitter. The
original tweets were filtered by leveraging weekly
trending topics as well as by various other types
of filtering see Antypas et al. (2022) for more de-
tails on the collection and filtering process). The
collected tweets were then split into two periods:
September 2019 to August 2020 (2020-set) and
September 2020 to August 2021 (2021-set).
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3.2 Dataset Annotation

Anneotation. To attain named-entity annotations
over the tweets, we conducted a manual annotation
on Amazon Mechanical Turk with the interface
shown in Figure 1. We split tweets into two peri-
ods: September 2019 to August 2020 (2020-set)
and September 2020 to August 2021 (2021-set),
and randomly sampled 6,000 tweets from each pe-
riod, which were annotated by three annotators,
collecting 36,000 annotations in total. As the entity
types, we employed seven labels: person, location,
corporation, creative work, group, product, and
event. We followed Derczynski et al. (2017) for
the selection of the first six labels, and addition-
ally included event, as we found a large amount of
entities for events in our collected tweets.
Pre-processing. We pre-process tweets before the
annotation to normalize some artifacts, convert-
ing URLs into a special token {{URL}} and non-
verified usernames into {{USERNAME}}. For veri-
fied usernames, we replace its display name with
symbols @. For example, a tweet
Get the all-analog Classic Vinyl Edition
of "Takin' Off"” Album from @herbiehancock

via @bluenoterecords link below:
http://bluenote. lnk.to/AlbumOfTheWeek

is transformed into the following text.

Get the all-analog Classic Vinyl Edition
of "Takin' Off" Album from {@Herbie Hancock@}
via {{USERNAME}} link below: {{URL}}

We ask annotators to ignore those special tokens
but label the verified users’ mentions.

Quality Control. Since we have three annotations
per tweet, we control the quality of the annotation
by taking the agreement into account. We disregard
the annotation if the agreement is 1/3, and manually
validate the annotation if it is 2/3, which happens
for roughly half of the instances.

3.3 Statistics

This subsection provides an statistical analysis of
(i) our dataset, (ii) our dataset in comparison with
other Twitter NER datasets, and (iii) our dataset
distribution over time.

Statistics of TweetNER7. TweetNER7 contains
5,768 and 5,614 tweets annotated in each period
of 2020 and 2021, which are then split into train-
ing / validation / test sets for each year. Since the
2020-set is for model development, we consider
80% of the dataset as training set and 10% for val-
idation and test sets. Meanwhile, the 2021-set is

Period
Split

2020-set
Train Valid

2021-set
Test Train Valid Test

Number of Entities

- corporation 1,700 203 191 902 102 900
- creative work 1,661 208 179 690 74 731
- event 2242 256 265 968 131 1,097
- group 2,242 227 311 1,313 227 1,516
- location 1,259 181 165 697 72 716
- person 4,666 598 596 2,362 283 2,712
- product 1,850 241 220 926 111 972
All 15,620 1,914 1,927 8,864 1,000 8,644
Entity Diversity

- corporation 69.9 92.6 90.1 72.1 853 743
- creative work 80.1 92.8 91.6 89.0 932 91.0
- event 71.1 90.6 842 759 89.3 70.9
- group 66.7 86.8 81.7 66.0 86.3 66.2
- location 66.4 80.7 812 67.9 889 64.9
- person 684 856 836 773 90.1 77.7
- product 56.2 714 764 603 793 56.6

Number of Tweets 4,616 576 576 2,495 310 2,807

Table 1: Number of entities, tweets, and entity diversity
in each data split and period, where the 2020-set is from
September 2019 to August 2020, while the 2021-set is
from September 2020 to August 2021.

mainly devised for model evaluation to measure
the temporal adaptability, so we take the majority
of the 2021-set (50%) as the test set and split the
rest into training and validation set with the same
ratio of training and validation set of the 2020-set.
Table 1 summarizes the number of the entities as
well as the instances in each subset of TweetNER?7.
We can observe a large gap between frequent en-
tity types such as person and rare entity types as
location, while the distribution of the entities are
roughly balanced across subsets. We also report
entity diversity, which we define as the percentage
of unique entities with respect to the total number
of entities. Entity types such as product contain
a relatively large number of duplicates (ranging
between 56.2% and 76.4% entity diversity scores),
while other types such as creative work are more
diverse (ranging between 80.1% and 93.2%).

Comparison with other Twitter NER Datasets.
In Table 2, we compare TweetNER7 against ex-
isting NER datasets for Twitter, which highlights
the large number of annotations of TweetNER7 for
our covered period. TweetNER7 and TTC are the
overall largest datasets with more than 10k anno-
tations, but TTC covers only three entities, which
may be insufficient for certain practical use cases
given the diversity of text in social media context
(Derczynski et al., 2017). In contrast, TweetNER7
has the highest coverage of entity types among all
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READ THE GUIDELINE BEFORE START!! (Click to collapse)

IMPORTANT NOTES:

fire!!" ). You need to annotate those twitter usernames.

DON'T ANNOTATE...

= non-English words.
« the hashtag #.

Description for each entity type

you can touch, and it's got to be the official name.

Creative work (w)
referred to by its specific name.

Corporation (c)

Please also check more detailed guideline here.

In this project we aim at labelling named entities which are words that belong to specific domains from Twitter. You will need to annotate these special words when you
encounter them. There are seven classes of entity in this task: Person, Location, Corporation, Product, Creative work, Group, Event.

- If the entity consists of multiple words such as "[CBS] [Sperts] [Radio]" and "(St] [.] [Patrick] ['s] [Day]", you need to annotate all the words composing the entity.
= The verified twitter usernames are replaced by their displayed name with highlights {@dispiayed name@} (e.g. "@Cristianc was on firel!" -> "{@Cristiano Ronaldo@} was on

= more than one entity types on single entity. For example, given a text */ went to Disney Store", you are not allowed to annotate "Disney Store" as both of Location and
Corporation, but you have 1o choose the most appropriate entity type, that is Location In this example.

« entities without their own/unique name as they are not named-entities (e.g. "schoo!", “teacher", "pencil”).

« {{USERNAME}} and {{URL}} as they are custom tokens for non-verified twitter username and web url.

Names of people (e.g. Virginia Wade). Include punctuation in the middle of names. Fictional people can be included, as long as they're referred to

Names that are locations (e.g. France). Include punctuation in the middle of names. Fictional locations can be included, as long as they're referred

Names of groups (e.g. Nirvana, San Diego Padres). There may be no groups mentioned by name in the sentence at all - that's OK. Fictional

Names of events (e.g. Christmas, Super Bowl). There may be no events mentioned by name in the sentence at all - that's OK. Fictional events can

Person (p)
by name (e.g. 'Harry Potter’).
Location (l)
to by name (e.g. 'Hogwarts’).
Group (g)
groups can be included, as long as they're referred to by name.
Event (g)
be included, as long as they're referred to by name.
Product (d)

Name of preducts (e.g. IPhene). Include punctuation in the middle of names. There may be no products mentioned by name in the sentence at all
- that's OK. Fictional products can be included, as long as they're referred to by name (e.g. "Everlasting Gobstopper'). It's got to be something

Names of creative works (e.g. Bohemian Rhapsody). Include punctuation in the middle of names. The work should be created by a human, and

Names of corporations (e.g. Google). Include punctuation in the middle of names.

Figure 1: The instructions shown to the annotators during the annotation phase.

Dataset Annotations Entities Domain Year
BTC 9,339 3 Twitter 2009-2015
WNUT2017 5,690 6 Twitter+ 2010-2017
TTC 11,969 3 Twitter 2014-2019
TweeBankNER 3,547 4 Twitter 2016
TweetNER7 11,382 7 Twitter 2019-2021

Table 2: Number of annotated instances in TweetNER7
and comparison NER datasets for Twitter.

NER datasets in Twitter, including all the entity
types from existing datasets. In addition to the
large amount of annotations and a high coverage
of entity types, TweetNER7 includes recent tweets
from 2019 to 2021, from which most corpus used
in pre-training language models do not contain any
text (Devlin et al., 2019; Liu et al., 2019; Nguyen
et al., 2020). Assuming we tackle NER by lan-
guage model fine-tuning, this fact makes the task
further challenging, since language models have
never seen the emerging entities from the period
during its pre-training phase.

Distribution over Time. One of the TweetNER7’s
focus is the temporal shift in Twitter similar to BTC

Jan Feb Mar Apr May Jun

BTC 2,308 68 502 862 1,074 1,056
TTC 945 1,014 1,307 1,089 764 694
TweetNER7 957 943 939 937 951 931

Jul Aug Sep Oct Nov Dec

BTC 1,321 850 342 419 23 21
TTC 760 754 889 958 958 866
TweetNER7 924 928 956 968 975 973

Table 3: The number of tweets in each month from BTC,
TTC, and our TweetNER7 (the counts are cumulated
across years). The normalized standard deviation across
month is 7.5% (BTC), 1.6% (TTC), and 0.2% (Tweet-
NER?7).

and TTC datasets. Retaining uniform distribution
over time is essential for temporal analysis, since
the amount of training instances should have an
effect to the metric if it is not uniform. Table 3
shows the distribution of the instances across each
month and we can confirm that TweetNER7 has a
very similar amount of tweets each month, while
BTC and TTC have higher variation than Tweet-
NER7. Moreover, Table 4 compares the number
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2009 2010 2011 2012 2013 2014 2015

BTC 3 5 127 2,414 275 6,022 0
TTC 0 0 0 0 0 2,000 2,000
TweetNER7 0 0 0 0 0 0 0

2016 2017 2018 2019 2020 2021

BTC 0 0 0 0 0 0
TTC 2,000 2,000 2,000 2,000 0 0
TweetNER7 0 0 0 1,936 5,768 3,678

Table 4: The number of tweets in each year from BTC,
TTC, and our TweetNER7 dataset.

of instances per year for each dataset. TweetNER7
has a an uneven distribution here due to the the se-
lected range for each period (i.e., September 2019
to August 2021), which results in more tweets in
2020 than 2019 and 2021.

3.4 Baseline Results

Finally, we introduce a couple of baselines with
language model fine-tuning on the TweetNER7 in
temporal-shift setup, where we develop models
with the training and the validation set from the
2020-set, and evaluate the models on the test set of
the 2021-set. In this setup, models are required to
generalize to the text from newer period, which the
model has not seen in the fine-tuning phase.

Experimental Setting. We consider masked
language model fine-tuning with the following
LMs: BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019) as general-purpose LMs, and
BERTweet (Nguyen et al., 2020), and TimeLMs
(Loureiro et al., 2022) as Twitter-specific LMs.
TimeLLMs are based on a RoOBERTagasg architec-
ture pre-trained on tweets collected continuously
until different years: 2019, 2020, and 2021. Model
weights are taken from HuggingFace (Wolf et al.,
2020).> As evaluation metrics, we consider mi-
cro/macro F1 score and type-ignored F1 score
(Ushio and Camacho-Collados, 2021), in which the
entity type of the prediction is not considered in the
evaluation (i.e., this metric only assesses whether
the predicted entity is an entity or not). The F1
scores measure the NER systems’ entire perfor-
mance, while the type-ignored F1 score measures
the ability of identifying whether a span of text is

3We use bert-base-cased and bert-large-cased

for BERT, roberta-base and roberta-large
for RoBERTa, vinai/bertweet-base and
vinai/bertweet-large for BERTweet, and
cardiffnlp/twitter-roberta-base-2019-90m,
cardiffnlp/twitter-roberta-base-dec2020, and
cardiffnlp/twitter-roberta-base-dec2021 for
TimeLMs.

Model Micro F1 Macro F1 ~ Type-ig. F1

2021/2020 2021/2020 2021/2020
BERTgASE 60.1/60.9 54.7/56.5 75.6/72.4
BERTLARGE 61.4/622 56.1/58.1 759/73.8
BERTweetgasg ~ 64.1/664 59.4/624 779/77.7
BERTweet; srge  64.0/65.9 59.5/62.6 7831774
RoBERTapasg 642/642 59.1/602 77.9/74.8
RoBERTa; arge 64.8/65.7  60.0/61.9 78.4/76.1
TimeLMyg19 643/654 59.3/61.1 77.9/76.6
TimeLMjp20 629/644 583/603 76.5/75.7
TimeLM(2; 642/654 59.5/61.1 774/764

Table 5: Result of temporal-shift NER on TweetNER7
where micro and macro F1 score as well as type-ignored
F1 score on the test set of the 2021-set / 2020-set are
reported. The best results in each of the 2021-set / 2020-
set are highlighted in bold character / underline in each
metric.

an entity or not. LM fine-tuning on NER relies on
the T-NER library (Ushio and Camacho-Collados,
2021) and to find the best combination of hyper-
parameters to fine-tune LMs on NER, we run two-
phase grid search. First, we fine-tune a model on
every possible configuration from the search space
for 10 epochs. The top-5 models in terms of micro
F1 score on the validation set are selected to con-
tinue fine-tuning until their performance plateaus,
and then the model that achieves the highest micro
F1 score on the validation set is employed as the
final model. The search space contains 24 configu-
rations, which consist of the following variations:
learning rates from [0.000001,0.00001,0.0001];
ratio of total training step for linear warm up of
learning rate from [0.15, 0.3]; whether to normal-
ize the gradient norm or not; and whether to add
conditional random field (CRF) on top of the output
logit of LM.*

Results. We report the NER results on TweetNER7
in Table 5, where ROBERTa; ArGe 18 the best across
metrics. We should note, however, that the over-
all metrics (micro F1 lower than 65% in all cases
on the 2021 test set) are lower than those in stan-
dard NER datasets (Ushio and Camacho-Collados,
2021), which highlights the difficulty of the social
media and temporal-shift components in Tweet-
NER7. RoBERTza is also the best model among
the pasg models but interestingly the TimeL. Moo
performs worse than other ROBERTa models. This
can be explained by the fact that TimeLMjp9 was
pre-trained over tweets until the end of 2020. This
may have let the model to over-fit to the training

*Other parameters are fixed: random seed is 0 and batch
size is 32.
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corpus and makes it hard to generalize on the newer
test set. Instead, TimeLM;(,; shows a better per-
formance. Table 7 also reports the metrics on the
2020 test set for completeness. While that is not
our primary aim, we can find an interesting result
which is the superior performance of BERTweet in
this case. This implies that a model that performs
well in the same period of the training set does
not guarantee an equally strong performance on an
unseen period.

Breakdown by entity type. Figure 2 shows a com-
parison of entity-wise F1 scores over the language
models, and we can see an important gap across
entity types. According to Table 1, person is the
most frequent entity type and its F1 score is equally
high (around 80%), while creative work and loca-
tion are the rarest entity types and hence their F1
scores are relatively low (around 40% for creative
work and 60% for location). The reason why the
performance for location is better than for creative
work may be attributable to their differences in
entity diversity. As we could see from Table 1,
creative work’s diversity is higher than location,
which means creative work contains more varia-
tion of entities than location while having the same
amount of entities in both types, which entails a
higher degree of difficulty. This seems a consistent
trend that lower entity diversity results in lower F1
score as can be seen for event and corporation as
well, which also have a low entity diversity score.
To overcome such entity imbalance, strategies such
as balancing the instances of each class could be
explored (Li et al., 2020).

4 Temporal Analysis

To better understand the effect of the temporal-shift,
we conduct three additional comparative experi-
ments: (i) temporal vs. random splits, (ii) joint vs.
continuous fine-tuning, and (iii) self-labeling as a
solution to deal with temporal shifts.

4.1 Short-Term Temporal Effect

If TweetNER7 does not suffer temporal-shift, how
is the model performance changed? This is a
question we aim to answer in this analysis, and
we create new training and validation split with-
out temporal-shift for this purpose. Concretely,
temporal-shift usually occurs in a situation where
the training and the validation sets do not con-
tain any texts from the test period, so we keep
the amount of the training/validation split as the

IEm BERT (BASE) mm@ RoBERTa (LARGE)
m== BERT (LARGE) Peee TimelM (2019)
== BERTweet (BASE) EEEE TimelM (2020)
m2s BERTweet (LARGE) NN TimelM (2021)
A RoBERTa (BASE)
80
70
60
@50
o]
(9]
(V)]
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Figure 2: Entity-wise F1 score breakdown from the
baseline results in the 2021 test set (Table 5).

same in Subsection 3.4, but randomly sample from
the full period of September 2019 to August 2021
instead of the first half period instead. Note that we
do not change the test set and make sure that each
month has roughly the same amount of instances
at the sampling of the new training/validation sets,
to make it fair comparison with the temporal-shift
result in Subsection 3.4.

Table 6 shows the variations of results between
the random and temporal splits. As expected, the
F1 scores on the 2021 test set are generally im-
proved across all LMs, while the F1 scores on the
2020 test set are decreased. The increase of accu-
racy in 2021 is achieved with the inclusion of train-
ing/validation set from 2021, and the decrease of
accuracy in 2020 is caused by the reduced number
of the training/validation set from the same 2020
period. This result further highlights the benefit of
having a human annotated training set from the test
period, even if the time period differs in a year only.
Interestingly, the results for the time-specific pre-
trained TimeLLMs models differ across years. Since
in this paper we did not focus on the analysis of
the pre-training corpora, we leave further analysis
about this result for future exploration.
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2021-set 2020-set

Model Mi. F1 Ma. F1 Ti. F1 Mi. F1 Ma. F1 Ti. F1
BERTgAsE 408 +12 401 +0.1 +03 403
BERT ARGE +1.0 +1.4 +0.6 -0.7 -1.0 -0.5
BERTweetgasg  +1.5 402 -0.1 25 38 33
BERTweet; aArge +0.9 +1.0  +0.1  +0.1 +0.1 -0.2
ROBERTagase  -0.2 401 +0.1 -0.1  -04 -05
ROBERTa arge  +1.5 +1.0 406 -13 -18 -06
TimeLMag;o 10 08 05 -1 04 -04
TimeLMzozo +1.8 +1.7 +1.8 +0.3 +0.2 +0.2
TimeLMaga; 10 -11 04 -17  -13  -10

Table 6: Absolute performance improvement when eval-
uating on the random split result over the original tem-
poral split reported in Table 5. Positive improvements
are in blue and negative drops are in red.

4.2 Continuous vs. Joint Fine-Tuning

In the previous experiments we have shown the dif-
ferences between training and testing on the time
period or not. Instead, this analysis comes under
the assumption that a labeled 2021 training set is
available. Thus, the main aim of this analysis is
to explore different strategies to improve the origi-
nal model. In addition to fine-tuning LMs on the
combined set of the 2020-set and 2021-set as in
Subsection 4.1, we employed a continuous fine-
tuning scheme, where we first fine-tune LMs on
the 2020-set and then continue fine-tuning on the
2021-set. Table 7 shows the results of all strategies
for different language models. As can be observed,
continuous fine-tuning provides the best results in
terms of micro F1 and type-ignored F1 in the 2021
test sets in most cases, although the differences
with respect to the concatenation of sets are not
substantial.

4.3 Self-Labeling

In both Subsections 4.1 and 4.2, we compared dif-
ferent strategies when a human-annotated training
dataset from the test period was considered, namely
the training and the validation sets from the 2021-
set. This shows that improvements can be obtained
when the time between training and test data is
reduced. However, in many cases and real-world
applications this is not practical as it requires a
large amount of human resources to annotate newer
tweets whenever. Thus, we consider an alternative
approach to rely on distantly annotated tweets by
the already fine-tuned model. This solution was ex-
plored by Agarwal and Nenkova (2022) in a similar
setting, with promising results. In this paper, we
reproduced their experiments in our TweetNER7
dataset focusing on short-term temporal shift.

Dataset Micro F1 Macro F1 Type-ig. Fl1

2020 60.1/60.9 54.7/56.5 75.6/72.4
2021 60.7/58.4 55.5/54.2 75.7/70.9
2020 + 2021 62.3/62.1 57.6/57.7 76.6/73.0
2020 — 2021 61.8/61.4 56.8/57.1 76.5/72.5
2020 61.4/622 56.1/58.1 75.9/73.8
2021 59.7/56.6 53.9/51.0 75.0/70.7
2020 + 2021 63.6/62.5 59.0/58.6 77.2/73.6
2020 — 2021 63.2/62.5 57.7/57.9 76.0/72.5

2020 64.1/66.4 59.4/62.4 7719/71.7
2021 63.1/62.1 57.4/57.2 77.9/76.0
2020 + 2021 65.4/65.7 60.5/61.6 79.0/76.9
2020 — 2021 65.8/65.2 61.0/61.4 79.1/76.8
2020 64.0/65.9 59.5/62.6 78.3/77.4
2021 62.9/61.6 58.1/56.8 76.5/74.5
2020 + 2021 66.5/66.8 61.9/63.1 79.5/77.6
2020 — 2021 66.4/65.9 61.7/61.8 79.0/76.4

2020 64.2/642 59.1/60.2 77.9/74.8
2021 61.8/60.5 57.0/56.1 76.9/73.8
2020 +2021 65.2/65.3 60.8/61.7 78.9/75.2
2020 — 2021 65.5/65.1 60.0/60.8 78.1/75.0
2020 64.8/65.7 60.0/61.9 78.4/76.1
2021 64.0/63.4 59.1/59.1 71.7/74.4
2020 +2021 65.7/66.3 61.2/63.0 78.8/76.4
2020 — 2021 66.0/66.3 60.9/62.4 79.1/76.4

2020 64.3/654 59.3/61.1 77.9/76.6
2021 63.2/61.9 56.7/56.1 75.7/73.0
2020 + 2021 65.7/65.5 61.0/61.2 78.9/76.4
2020 — 2021 65.9/64.8 61.1/60.6 78.4/75.5
2020 62.9/64.4 58.3/60.3 76.5/75.7
2021 64.0/63.1 58.9/58.5 779/75.3
2020 +2021 65.3/65.4 60.7/61.4 78.7/75.9
2020 — 2021 65.5/65.3 60.6/61.3 78.0/75.9
2020 64.2/65.4 59.5/61.1 77.4/76.4
2021 63.5/62.3 58.7/57.9 77.5/74.1
2020 + 2021 64.5/65.8 59.8/61.9 77.9/76.5
2020 — 2021 65.1/64.9 60.0/60.7 78.1/75.8

BASE

BERT

LARGE

BASE

BERTweet

LARGE

BASE

RoBERTa

2019

TimeLM
2020

2021

Table 7: Results of different strategies to ingest the
training set of the 2021-set in TweetNER?7 for different
language models (—: continuous fine-tuning; +: con-
catenation of datasets). The best results in each model
of the 2021-set / 2020-set are highlighted in bold char-
acter / underline in each metric.

4.3.1 Evaluation

Experimental Setting. For our experiments we
focused on the best model in our previous exper-
iments, which is ROBERTa; arge. We collected
extra (unlabeled) tweets following the same proce-
dure described in (Antypas et al., 2022), that results
in 93,594 and 878,80 tweets from the period of
2020-set and 2021-set, respectively. Over those ex-
tra tweets, we use the ROBERTa; asrge NER model
fine-tuned on the 2020-set to predict labels.

Results. Table 8 shows the result of self-labeling,
where we report three patterns of model fine-tuning:
(i) fine-tuning only on the pseudo dataset (e.g.,
2020-extra); (ii) fine-tuning on the joint dataset
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Training Set Micro F1 ~ Macro F1 Type-ig. F1
fainng =e 2021 /2020 2021 /2020 2021 /2020
2020 64.8/657 60.0/61.9 78.4/76.1
2020-extra 64.6/65.5 59.3/61.4 78.6/762
2020 +2020-extra  64.7/65.2 59.6/61.0 78.7/76.8
2020 — 2020-extra 64.6/65.5 59.5/61.5 78.6/76.4
2021-extra 642/657 59.3/61.8 78.2/76.9
2020 +2021-extra  64.3/65.6 59.3/61.7 78.4/76.9
2020 — 2021-extra 64.5/65.5 59.5/61.4 78.6/76.3

Table 8: Results of the self-labeling experiment with
different strategies for ROBERTa orgg model (—: con-
tinuous fine-tuning; +: concatenation of datasets) where
micro and macro F1 score as well as type-ignored F1
score on the test set of 2021-set / 2020-set are reported.
The best results in each of the 2021-set / 2020-set are
highlighted in bold character / underline in each metric.

of the training set of the 2020-set and the pseudo
dataset (e.g., 2020 + 2020-extra); and (iii) continu-
ous fine-tuning of the 2020-set fine-tuned model on
the pseudo dataset (e.g., 2020 — 2020-extra). In
general, we can not find any major improvement by
self-labeling, regardless of the strategy. In a way,
this contradicts the self-labeling experiment on the
TTC dataset performed by Agarwal and Nenkova
(2022).> This may suggest that the temporal-shift
of TweetNER7 is more challenging to mitigate than
TTC, and self-labeling is not enough in itself to
overcome the temporal shift.

4.3.2 Contextual Prediction Analysis

To explore the reason why self-labeling does not
help to mitigate temporal-shift in TweetNER7, we
conducted an analysis over the self-labeled tweets.
Inspired by recent semi-parametric approach in in-
formation retrieval (Lewis et al., 2021), we consid-
ered a retrieval module that fetches relevant tweets
given a target entity from the self-labeled corpus
and see the portion of retrieved tweets containing
the true prediction. To be precise, we first ran the
NER model prediction on target tweets, and for
each of the predicted entities. Then, we queried
tweets from the extra tweet corpus used in Subsec-
tion 4.3 to compute the ratio of correct predictions
within the retrieved predictions, which we call con-
textualized predictions. Since we are interested
in the error of the original prediction, we focus
only on the entities where the original prediction is
incorrect.

Figure 3 describes the whole pipeline and we

SWhile in our setting we extract a larger number of tweets,
this trend does not change with less self-labeled training data.

~ -5
“Henry Cavill should be the I . -
next James Bond.” COMPANY: a:I;S BC s;lél

13/10/2021

(——

Isit correct?
No / Yes
J |

Skip
( ( Prediction \
“Henry Cavill as Sherlock I
I Holmes was so damn fine.”
\! 2

:Henry Cavill
15/10/2021

“Henry Cavill is Superman!
He would also be fantastic
as James Bond.” 11/10/2021

I EVENT :Henry Cavill
(
~

Figure 3: Overview of the pipeline to retrieve contextu-
alized prediction.

use Whoosh library® for search engine where the
query is always the entity name, constraining the
search result by the number of days from the query
tweet.’ Similarly to the analysis in § 4.3, we used
the ROBERTa argE fine-tuned on the 2020-set of
TweetNER7 and evaluated the contextualized pre-
dictions on the 2021 test set.

Figure 4 shows the ratio of positive and negative
predictions in the contextualized tweets. These are
further broken into two error types whether it is
the same prediction as the original prediction or
not, along with the days we set as a search con-
straint. Most frequent predictions are usually the
same as the original predictions, which means that
the original language model tends to output similar
predictions for the same entities, irrespective of the
context. As far as the time variable is concerned,
the ratio is almost consistent over time, which sug-
gests that the possible original bias of the model
does not change over time. Nonetheless, the sec-
ond most frequent predictions are on average the
correct ones, with a large gap with respect to other
types of error. This implies there may still be a
useful signal to improve the original prediction in
the self-labeled corpus.

5 Conclusion

In this paper, we have constructed TweetNER7, a
new NER dataset for Twitter, in which we anno-
tated 11,382 tweets with seven entity types. The
collected tweets are distributed uniformly over time
from September 2019 to August 2021, which facil-

6https: //pypi.org/project/Whoosh/
"Setting days as 7 means the search results should be in
the range of 7 days before/after was made.
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Figure 4: Ratio of positive and negative predictions
in the contextualized tweets, split into two error types:
same prediction as the original prediction or not. The X-
axis represents the days from the original tweet (O=same
date as the original tweet) and results are broken on 20-
day chunks..

itates temporal analysis in NER for social media.
The dataset is diverse topic-wise, as we leveraged
weekly trending topics to query tweets and near-
duplicated and irrelevant tweets were dropped. To
establish baselines on TweetNER7, we fine-tuned
standard LMs including a few Twitter-specific LMs.
Moreover, we performed a few targeted temporal-
related analyses in order to better understand the
short-term temporal effect. Finally, we show that
self-labeling is not enough to mitigate the temporal-
shift and had no noticeable improvement over the
baseline vanilla fine-tuning, which further high-
lights the challenging nature of the dataset.

6 Limitations and Future Work

The TweetNER7 dataset was constructed on En-
glish tweets so it is limited to English, as most of
the existing NER datasets for social media (Der-
czynski et al., 2016). In the future we are planning
to apply a similar methodology to extend it to lan-
guages other than English. Given the dynamic
nature of social media, TweetNER7 is designed to
study short-term temporal-shift (e.g., monthly) but
would not be suitable for analysing longer temporal
shifts (e.g., yearly) (Rijhwani and Preotiuc-Pietro,
2020). We selected Twitter as the data source but
temporal-shift is a common problem in social me-
dia generally. As a future work, we are planning to
add more data from other social media platforms
as in WNUT17 (Derczynski et al., 2017) to give us
more general insights to understand temporal shift
phenomena in social media more generally.
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