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Abstract

In this paper, we present our submission to
Shared Metrics Task: ROBLEURT (Robustly
Optimizing the training of BLEURT). After
investigating the recent advances of trainable
metrics, we conclude several aspects of vital
importance to obtain a well-performed met-
ric model by: 1) jointly leveraging the advan-
tages of source-included model and reference-
only model, 2) continuously pre-training the
model with massive synthetic data pairs, and 3)
fine-tuning the model with data denoising strat-
egy. Experimental results show that our model
reaching state-of-the-art correlations with the
WMT2020 human annotations upon 8 out of
10 to-English language pairs.

1 Introduction

Automatically evaluating the adequacy of machine
translation (MT) candidates is crucial for judging
the quality of MT systems. N-gram-based metrics,
such as BLEU (Papineni et al., 2002), TER (Snover
et al., 2006) and chrF++ (Popovic, 2015, 2017),
have dominated in the topic of MT metric. De-
spite the success, recent studies (Smith et al., 2016;
Mathur et al., 2020a) also pointed out that, N-gram-
based metrics often fail to robustly match para-
phrases and capture distant dependencies. As MT
systems become stronger in recent decades, these
metrics show lower correlations with human judge-
ments, leading the derived results unreliable.

One arising direction for metric task is using
trainable model to evaluate the semantic consis-
tency between candidates and golden references via
predicting scores. BERTScore (Zhang et al., 2020),
BLEURT (Sellam et al., 2020) and COMET (Rei
et al., 2020) have shown higher correlations with
human judgements than N-gram-based automatic
metrics. Benefiting from the powerful pre-trained
"~ *Work was done when Yu Wan was interning at DAMO

Academy, Alibaba Group.
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language models (LMs), e.g., BERT (Devlin et al.,
2019), those fine-tuned metric models first derive
the representation of each input, then introduce an
extra linear regression module to give predicted
score which describes to what degree the MT sys-
tem output adequately expresses the semantic of
source/reference contents. Furthermore, related
work (Takahashi et al., 2020; Rei et al., 2020) re-
ports that, metrics which additionally introduces
source sentences into inputs can further boost the
performance of metric model.

To push such “model as a metric” approach fur-
ther, we present ROBLEURT - Robustly optimiz-
ing the training of BLEURT (Sellam et al., 2020),
to achieve a better consistency between model pre-
dictions and human assessments. Specifically, for
low-resource scenarios, using only hypotheses and
references can give more accurate results, allevi-
ating the sparsity of source-side language; for the
high-resource language pairs, we format the model
input as the combination of source, hypothesis and
reference sentences, making model attending to
both source input and target reference when evaluat-
ing the consistency of semantics. Then, we collect
massive pseudo data from real MT engines tagged
by pseudo scores with strong baselines for super-
vised model pre-training. As to the fine-tuning
phase, we rescore the noisy WMT metric data of
previous years with strong metric baselines, which
are then utilized to fine-tune our model. Experi-
mental results show that, following the setting of
WMT2021 metric task, our ROBLEURT model
outperforms the reported results of state-of-the-art
metrics on multilingual-to-English language pairs.

2 RoBLEURT

2.1 Combining Multilingual and
Monolingual Language Model

Same as previous years, translation tasks cover
both low-resource and high-resource scenarios. To
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give higher reliable outputs, we believe our metric
model can benefit from separately pre-trained and
fine-tuned over each kind of scenarios:

* For low-resource multilingual-to-English lan-
guage pairs, we can hardly obtain massive par-
allel data with high quality, nor access well-
performed automatic translation systems to
produce syntectic data for pre-training. We
mainly consider model outputs and gold ref-
erences as our model inputs. Thus we mainly
consider the monolingual English language
model (called ROBLEURT-NOSRC) in this
scenario.

* As to high-resource language pairs, they do
not suffer from limitations above, thus can
benefit from the information of source input,
model output and target reference. A mul-
tilingual version of pre-trained LM (called
RoBLEURT-SRC) can be used for this sce-
nario.

The main architecture of our model is TRANS-
FORMER (Vaswani et al., 2017), which has been
widely used in recent researches. As related stud-
ies point out that RoBERTa (Liu et al., 2019)
outperforms conventional BERT (Devlin et al.,
2019), we employ the well-trained model check-
point from RoBERTa family. Besides, the conven-
tional BLEURT model is trained based on uncased-
BERT, which tokenizes the input sentences with
the lower case format whereas RoOBERTa uses case-
sensitive tokenizer, which may be helpful to dis-
tinguish more information. Moreover, model with
larger scale is generally related with better per-
formance and higher capacity of available knowl-
edges.

Recently, several approaches which further fine-
tune RoOBERTa model can give better performance
over multiple natural language inference tasks.
To make sure our model can also benefit from
this, we finally use RoBERTa—large—mnli1
and RoBERTa—large—xnli2 (Conneau et al.,
2020) for low-resouce and high-resource language
pairs, respectively.

2.1.1 Model Combination

We are also interested in exploring whether we can
boost the performance of combine ROBLEURT-
NOSRC and RoOBLEURT-SRC. Combining the out-

"https://huggingface.co/roberta-large-mnli
Zhttps://huggingface.co/joeddav/xIm-roberta-large-xnli

puts from models trained with different settings is
widely used in MT tasks (Barrault et al., 2020). In
this paper, We simply use weighted combination of
all available well-trained models.

2.1.2 Input Formatting

Our model consists of a well-trained RoOBERTa
model to obtain segment-level representations.
Here we also try with two solutions: the model
input includes source sentence (ROBLEURT-SRC)
or not (ROBLEURT-NOSRC). For the former, the
model input is formatted as:

<s> hyp’ </s> </s> ref </s>. @))]

As the latter, due to the number of input sentences
is larger than RoBERTa predefined training format,
we redesigned the input format as:

<8> src </s> </s> hyp’ </s> </s>ref </s>. (2)

2.1.3 Prediction Module

To obtain a scalar value as predicted score, we di-
rectly derive the representation at the first position
of input X € R as the representation of input
tuple, where d is the size of hidden states. It is
then fed to projection layer, after which we yield a
scalar for describing how adequately the hypothesis
express the semantics:

s=WX' 40, (3)

where W € R4 b € R! are both trainable pa-
rameters.

During training, the learning objective is to re-
duce the mean squared error (MSE) between model
prediction s and annotated score score:

L = (s — score)®. 4)

2.2 Continuous Pre-training with Synthetic
Data

Continuous Pre-training the model on synthetic
data is proven helpful to improve the perfor-
mance (Sellam et al., 2020), where BLEURT ob-
tain the synthetic data by randomly perturbing 1.8
million segments from Wikipedia for this continu-
ous pre-training (also called mid-training). How-
ever, we doubt that applying datasets out of MT do-
main, or even use learning signals tagged from non-
reliable automatic metrics (e.g., BLEU), may harm
the model learning during pre-training phase. As a
consequence, we consider collecting synthetic data
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with real MT models over MT task datasets. To this
end, we first collect the available translation out-
puts by using accessible engines’ to generate MT
hypotheses. Specifically, we collect high-quality
cross-lingual parallel MT training data, including
Czech (cs) / German (de) / Japanese (ja) / Russian
(ru) / Chinese (zh) — English (en), from the WMT
News translation track of each year. By taking
the source side (cs/de/ja/ru/zh) as input for transla-
tion engines, we collect multiple triples formatted
as (sre, hyp, ref), where src, hyp, ref represent
source, hypothesis, and reference respectively.

Adding Noise to Data As Sellam et al. (2020)
demonstrated that, when collecting synthetic data
for pre-training metric model, adding noise to data
is helpful for model learning. Due to the high qual-
ity of automatically generated MT candidates in
recent decades, such noise can smoothen the distri-
bution of semantic consistency over whole dataset,
which benefits the metric model learning. We thus
follow their research, randomly select 30% of col-
lected data to be added with noise at the hypothesis
side. More specifically, we use the “word drop”
noise — randomly dropping words with a random-
ized ratio for chosen sentence — to achieve such
goal of quality reduction. Finally, we obtain a syn-
thetic dataset formatted as (src, hyp', ref), where
hyp' is the noisy hypothesis.

Data Pseudo Labeling As our model tends to
be a regression model — predicting score for each
inputted triplet, supervisedly guiding the model
learning with given scores is essential. To give
more adequate scores for each data item, we use
COMET (Rei et al., 2020) for tagging each triplet,
resulting into the data items formatting as quadru-
ple (src,hyp'’,ref,score). To make sure our
model should be stably trained, we rescale the
scores with Z-score format following Sellam et al.
(2020).

2.3 Fine-tuning with Data Denoising Strategy

As reported in Sellam et al. (2020), Ma et al. (2019),
and Mathur et al. (2020b), noisy data may give in-
correct judgements on the reliability of one specific
MT metric. After collecting the data from previ-
ous years, we find out that the DA datasets from
year 2018-2019 are recognized as noisy ones, how-
ever they contribute a considerable portion to the
available DA datasets. To give more accurate learn-

3We use own MT engines to obtain translation hypotheses.

ing signals for training, we believe identifying the
noisy data items is of vital importance. Specifi-
cally, we prepare the required metrics following
two methods:

* RoBLEURT checkpoints. We first train
several ROBLEURT models with different
portions of training data, as well as multi-
ple experiments by setting different random
seeds. Here we use both ROBLEURT and
RoBLEURT-NOSRC settings, and derives 4
checkpoints following each setting.

* Available well-performed checkpoints. We
collect the officially released COMET* and
BLEURT checkpoints®.

After collecting the predictions with all check-
points above, we identify the noisy data items by
computing the variance of rankings within whole
dataset. Finally, we rescore those noisy items with
those models, tagging pseudo labels for fine-tuning.
Besides, to guarantee the scores are unbiased, we
re-normalize them within the dataset of each year
by Z-score following Sellam et al. (2020).

3 Experiments

3.1 Settings of Continuous Pre-training

Synthetic Data Collection To continue pre-
training the model, we simply collect parallel data
from the previous WMT conferences, taking the
training data from MT track cs/de/ja/ru/zh-en lan-
guage pairs to obtain high-resource pseudo data. Fi-
nally, for each language pair, we collect 2.0 million
quadruples for metric model pre-training. For low-
resource scenarios, we reuse the datasets above,
where the only difference is removing the source
sentences.

As to development set, we directly collect the di-
rect assessment (DA) dataset from the WMT2020
Metrics task track. We evaluate the model perfor-
mance following DARR assessments (Ma et al.,
2019; Rei et al., 2020), and choose the best check-
point for fine-tuning.

Hyper-parameters During the continuous pre-
training, we determine the maximum learning rate
as 5 - 1079, training steps as 0.5M and warm-up
steps as SOK. The learning rate first linearly warms
up from 0 to maximum learning rate, then decays to

*https://github.com/Unbabel/COMET
Shttps://github.com/google-research/
bleurt
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Low-Resource

High-Resource

cs de ru zh iu km pl ps ta
,,,,,,,,,,,,,,,,,,,,,,,,, Baseline _ _ _ _ _ _ _ _ _ _ _ _____________.
SENTBLEU 6.8 413 18.8 -0.5 93 182 226 2.4 9.6 162
TER -4.0 355 -11.7 - -1.0 2.1 125 -172 -36 4.6
CHRF++ 9.0 435 -11.7  -1.0 246 275 34 145 186
BLEURT (Sellam et al., 2020) 12.6 456 258 9.3 137 258 327 57 207 230
COMET (Rei et al., 2020) 129 485 274 156 17.1 281 29.8 99 158 24.1
SOTA Results (Mathur et al., 2020b) 143 485 277 156 17.1 281 33.0 109 20.7 253
e __________Yurmehod _ _ _ ___ _ _______________.
RoBLEURT 152 493 291 173 177 29.0 314 132 20.1 254

Table 1: DARR Kendall correlation (%) over WMT2020 data for each language pair (xx-en). Results of baseline
systems are conducted from official report (Mathur et al., 2020b). Best viewed in bold.

0 till the end of training. To avoid over-fitting, we
apply the dropout ratio as 0.1. We conduct the pre-
training experiments with 8 Nvidia V100 GPUs,
where each batch size for each GPU device con-
tains 4 quadruplets. To avoid memory issues dur-
ing pre-training, we simply reduce the number of
total tokens, leaving 128 and 192 for ROBLEURT-
NOSRC and RoBLEURT-SRC, respectively.

3.2 Settings of Fine-tuning

Data Collection We fine-tune our model with
the WMT2015-2019 dataset as training set, where
the WMT2018-2019 subsets are processed with our
data denoising strategy as discussed in § 2.3. To
directly confirm the effectiveness of our approach,
we simply use WMT2020 dataset as dev set to
compare reported results in WMT2020 metric task.

To select the model for participating the
WMT2021 metric task, we divide the WMT2020
dataset into 4 folds, where the data items are firstly
gathered with the identical source and reference
sentence. For each fold, we select the correspond-
ing fold of the WMT2020 subset as the dev set,
and use the combination of the WMT2015-2019
dataset and the other unused WMT2020 subsets as
the training set.

Hyper-parameters During fine-tuning, we set
the training steps and warm-up steps as 20K and
2K, respectively. The other hyper-parameters are
identical to those of pre-training phase. For each
fine-tuning experiment, we determine the batch
size as 16, and whole training process requires one
single Nvidia V100 GPU.

Main Results We first testify the effectiveness of
our approach by comparing with the results from
the WMT2020 Metrics Task submissions. To be
fairness, all of the model based metric baselines

are trained on the WMT2015-2019 dataset. As
shown in Table 1, comparing to baselines, our
RoBLEURT achieves the best performance on
cs/de/ja/ru/zh/iu/pl/ta-to-en settings, and achieves
competitive results on km-to-en and ps-to-en.

4 Ablation Studies
4.1 Model Pedestal and Size

We first investigate the impact of model pedestal for
metric task. As shown in Table 3, using RoBERTa-
large instead of ROBERTa-base model as the base
of ROBLEURT-SRC model gives a better perfor-
mance. Furthermore, using the fine-tuned check-
point RoOBERTa-large-xnli can further improves
the performance. This indicates our view, that pow-
erful pre-trained LM, as well as the carefully re-
optimized variants, can boost the performance of
fine-tuned metric model.

4.2 Pre-training

To identify the improvement after introducing extra
pre-training steps for metric model, we conduct the
results in Table 4 for comparison. As seen, the per-
formance drops significantly without pre-training
phase. This caters to the previous findings (Sellam
et al., 2020), where pre-training with pseudo data
helps the supervised learning of metric model.

4.3 Data Denoising Strategy

As reported in (Sellam et al., 2020), the WMT2018-
2019 DA subsets are bothered with noisy la-
bels. We also investigate the impact of those data,
whether introducing them into model training, or
even clean them via rescoring with stronger metric.
We thus arrange such ablation study during fine-
tuning, and results are conducted in Table 5. Al-
though the noisy portion contributes a great share
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Model cs de ja

RoBLEURT-NOSRC  13.5 469 274
. RoBLEURTSkc 141 479 287 1
RoBLEURT 152 493 29.1

148 282 306 83 147 250
7149 275 299 64 160 240
177 290 314 132 201 254

Table 2: DARR Kendall correlation (%) over WMT2020 data with model combination. For each setting, we present
the averaged correlation with well-trained 3 models. Combining both ROBLEURT-SRC and RoOBLEURT-NOSRC

models can give significant improvement.

Model cs-en de-en ja-en ru-en zh-en
base 11.7 443  24.1 9.1 12.1
large 12.4 46.2  26.2 12.0 14.1
large-xnli  14.1 479  28.7 11.7 14.9
Table 3: DARR Kendall correlation (%) over

WMT2020 data with different pedestals for
RoBLEURT-SRC setting. Larger model size can
give better performance for metric model, and
finetuned RoBERTa-large-xnli model can push the
improvement further.

Model cs-en de-en ja-en ru-en zh-en

w/o pretrain 10.6 44.8 21.4 6.1 10.2

W pretrain 14.1 47.9 28.7 11.7 149
Table 4: DARR Kendall correlation (%) over

WMT2020 data with data filtering. We use
RoBLEURT-SRC model to conduct the results. Sim-
ply removing the noisy portion does not help the model
training. However, reintroducing them into training set
after rescoring them gives a significant improvement.

Model cs-en de-en ja-en ru-en zh-en
full set 9.1 450 235 8.1 9.8
& remove 13.4 46.8 26.1 11.7 14.1
& rescoring 14.1 479  28.7 11.7 149

Table 5: DARR Kendall correlation (%) over
WMT2020 data with data filtering. We use
RoBLEURT-SRC model to conduct the results. Sim-
ply removing the noisy portion does not help the model
training. However, reintroducing them into training set
after rescoring them gives a significant improvement.

of full training set (237K vs. 247K), the perfor-
mance of ROBLEURT model trained without these
noisy items does not diminish significantly. After
rescoring with available checkpoints, these data
segments further improves model performance.

4.4 Model Combination

We first identify whether introducing source side
information to metric model helps training. As
seen in Table 2, accepting source (row RoOBLEURT-
SRC) than not (row ROBLEURT-NOSRC) as extra
input significantly improves the correlation scores.
However, for low-resource scenarios, experimental
results show that source-side information does not
help much for model training. This indicates that
source information does not provide help for model
training over low-resource scenarios, as the inade-
quacy of pre-training data may harms model train-
ing if source side is introduced. To derive better
performance, one general idea is to combine sev-
eral well-trained models during inference. We also
explore whether combining both ROBLEURT-SRC
and ROBLEURT-NOSRC models can give better
performance.

As shown in Table 2, directly averaging scores
from multiple models lead to a significant perfor-
mance drop. On the contrary, our model, which
takes models over both ROBLEURT-NOSRC and
RoBLEURT-SRC settings can effectively leverage
the predictions, achieving significant performance
gain across all language pairs.

5 Conclusion

In this paper, we describe our submission metric
— RoBLEURT, from the perspective of combining
multilingual and monolingual language model, con-
tinuous pre-training with the massive synthetic data
pairs, and fine-tuning with data denoising strategy.
Experimental results confirms the effectiveness of
our pipeline, demonstrating state-of-the-art correla-
tions with the WMT2020 human annotations upon
8 out of 10 to-English language pairs.

1057



Acknowledgements

This work was supported in part by the Na-
tional Key Research and Development Program of
China (2018YFB1403202), the Science and Tech-
nology Development Fund, Macau SAR (Grant
No. 0101/2019/A2), and the Multi-year Research
Grant from the University of Macau (Grant No.
MYRG2020-00054-FST).

References

Loic Barrault, Magdalena Biesialska, Ondfej Bojar,
Marta R. Costa-jussa, Christian Federmann, Yvette
Graham, Roman Grundkiewicz, Barry Haddow,
Matthias Huck, Eric Joanis, Tom Kocmi, Philipp
Koehn, Chi-kiu Lo, Nikola Ljubesi¢, Christof
Monz, Makoto Morishita, Masaaki Nagata, Toshi-
aki Nakazawa, Santanu Pal, Matt Post, and Mar-
cos Zampieri. 2020. Findings of the 2020 Confer-
ence on Machine Translation WMT20. In Proceed-
ings of the Fifth Conference on Machine Translation
(WMT).

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzman, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
Cross-lingual Representation Learning at Scale. In
Proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics (ACL).

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
Deep Bidirectional Transformers for Language Un-
derstanding. In Proceedings of the 2019 Confer-
ence of the North American Chapter of the Associ-
ation for Computational Linguistics: Human Lan-
guage Technologies (NAACL:HLT), Volume 1 (Long
and Short Papers).

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
RoBERTa: A Robustly Optimized BERT Pretrain-
ing Approach. arXiv preprint arXiv:1907.11692.

Qingsong Ma, Johnny Wei, Ondfej Bojar, and Yvette
Graham. 2019. Results of the WMT19 Metrics
Shared Task: Segment-Level and Strong MT Sys-
tems Pose Big Challenges. In Proceedings of the
Fifth Conference on Machine Translation (WMT).

Nitika Mathur, Timothy Baldwin, and Trevor Cohn.
2020a. Tangled up in BLEU: Reevaluating the Eval-
uation of Automatic Machine Translation Evalua-
tion Metrics. In Proceedings of the 58th Annual
Meeting of the Association for Computational Lin-
guistics (ACL).

Nitika Mathur, Johnny Wei, Markus Freitag, Qing-
song Ma, and Ondrej Bojar. 2020b. Results of the

WMT20 Metrics Shared Task. In Proceedings of the
Fifth Conference on Machine Translation (WMT).

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a Method for Automatic Eval-
uation of Machine Translation. In Proceedings of
the 40th Annual Meeting of the Association for Com-
putational Linguistics (ACL).

Maja Popovic. 2015. chrF: character n-gram F-score
for automatic MT evaluation. In Proceedings of the
Fifth Conference on Machine Translation (WMT).

Maja Popovic. 2017. chrF++: words helping character
n-grams. In Proceedings of the Fifth Conference on
Machine Translation (WMT).

Ricardo Rei, Craig Stewart, Ana C. Farinha, and Alon
Lavie. 2020. COMET: A neural framework for MT
evaluation. In Proceedings of the 2020 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP).

Thibault Sellam, Dipanjan Das, and Ankur P. Parikh.
2020. BLEURT: learning robust metrics for text
generation. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics
(ACL).

Aaron Smith, Christian Hardmeier, and Joerg Tiede-
mann. 2016. Climbing Mont BLEU: The Strange
World of Reachable High-BLEU Translations. In
Proceedings of the Fifth Conference on Machine
Translation (WMT).

Matthew Snover, Bonnie Dorr, Richard Schwartz, Lin-
nea Micciulla, and John Makhoul. 2006. A Study of
Translation Edit Rate with Targeted Human Annota-
tion. In Proceedings of the 7th Conference of the As-
sociation for Machine Translation in the Americas:
Technical Papers (ATMA).

Kosuke Takahashi, Katsuhito Sudoh, and Satoshi Naka-
mura. 2020. Automatic Machine Translation Eval-
vation using Source Language Inputs and Cross-
lingual Language Model. In Proceedings of the
58th Annual Meeting of the Association for Compu-
tational Linguistics (ACL).

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention Is All
You Need. In Advances in Neural Information Pro-
cessing Systems (NIPS).

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. BERTScore:
Evaluating Text Generation with BERT. In 8th Inter-
national Conference on Learning Representations
(ICLR).

1058



