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Abstract

This paper describes our systems that were
submitted to the restricted translation task at
WAT 2021. In this task, the systems are re-
quired to output translated sentences that con-
tain all given word constraints. Our system
combined input augmentation and constrained
beam search algorithms. Through experi-
ments, we found that this combination signifi-
cantly improves translation accuracy and can
save inference time while containing all the
constraints in the output. For both En—Ja and
Ja—En, our systems obtained the best transla-
tion performances in both automatic and hu-
man evaluations.

1 Introduction

This year, we participated in the restricted transla-
tion task at WAT 2021 (Nakazawa et al., 2021),
in which we were asked to control a model so
that the translation output would contain specified
terms. Although the recent neural machine transla-
tion (NMT) model achieves excellent performance,
controlling its output is still a challenging task. Fig-
ure 1 shows an overview of the task. Each sentence
includes the target words (constraints) that must
be contained in the output. We believe this task
reflects a critical function, especially in practical
applications. For example, users may want to con-
trol the translation of technical terms or proper
nouns.

Several works have tried to control the NMT
outputs, and these works can be divided into two
categories: hard and soft methods. The hard lexi-
cally constrained method guarantees that all the
target words are in the output. Current works
achieve this by modifying the beam search algo-
rithm to find the hypothesis that contains all of
the target words (Hokamp and Liu, 2017; Post and
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MT Output:

—> A geometrical optics theory of stationary waves based on
ray matching is developed.

Constraints:
geometric-optical theory, standing wave, ray coincidence

Constrained MT Output:
——> A geometric-optical theory of standing wave based on

ray coincidence is developed.

Figure 1: Overview of the restricted translation task

Vilar, 2018). The hard method guarantees all con-
straints are satisfied, but its translation performance
is sometimes lower than the conventional NMT.
This is because it requires all given target words
to be contained in the decoding step, which may
disrupt the model inference.

The soft lexically constrained method, on the
other hand, does not guarantee that all target words
are contained in the output. These methods usually
modify or augment the input of the NMT model and
try to output the given target words without chang-
ing the decoding algorithm (Song et al., 2019; Chen
et al., 2020). Its decoding speed is usually faster
than the hard method, but some of the constraints
may not be satisfied.

Our submission aims to contain all of the spec-
ified target words with high translation accuracy.
To achieve this goal, we applied both input aug-
mentation and constrained beam search algorithms.
To the best of our knowledge, this is the first work
that combines these two methods. Through exper-
iments, we found that this combination achieves
quite high translation performance while contain-
ing all target words in the output and saving
inference time. We submitted the systems to
the English-to-Japanese (En—Ja) and Japanese-to-
English (Ja—En) tasks, and we were ranked first in
both language pairs in terms of BLEU scores and
human evaluations.
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2 Task Definition

Suppose we have a source sentence X
(z1,22,...,2g) with S tokens and a target sen-
tence Y = (y1,92,...,yr) with T tokens. In
a conventional machine translation approach, the
problem of translation from X to Y can be solved
by finding the best target sentence that maximizes
the conditional probability

T
p(V | X)=]]pw |y, X). (1)
t=1

In the restricted translation task, lists of target
words are provided to represent word restrictions,
and systems are required to output translations that
contain all of the target words in each list. Here,
the problem of translation with word constraints
can be defined as

T

p(Y | X,C) = [ p(w: | y<i, X, C),
t=1

)

where C' = (C1,Cy, ..., Cy) is the provided word
constraints with V phrases, and the constraints are
given in random order.

The performance of systems in this task is evalu-
ated through two metrics:

* Translation accuracy: BLEU (Papineni et al.,
2002) is used for evaluation in this task.

* Consistency score: The percentage of sen-
tences that correctly contain the given con-
straints over the entire test set.

For the final ranking, the combined score of the
above metrics is calculated as follows:

1. If the translation does not contain all of the
constraints based on exact matching, replace
the translation with an empty string.

2. Calculate BLEU scores with modified transla-
tions.

3 Data
3.1 Provided Data

In this task, we were asked to translate an
English/Japanese scientific paper. As the in-
domain training data, organizers provided AS-
PEC (Nakazawa et al., 2016), which contains three
million parallel sentences. Since this corpus is
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Architecture
Tied-embeddings

Transformer (big)

Tied the encoder/decoder embed-
dings and the decoder output layer
Adam (81 = 0.9, 52 = 0.98,¢ =
1 x 10™®) (Kingma and Ba, 2015)
Inverse square root decay

Optimizer

Learning Rate Schedule

Warmup Steps 4,000

Max Learning Rate 0.001

Dropout 0.3

Gradient Clipping 1.0

Label Smoothing €1s = 0.1 (Szegedy et al., 2016)
Mini-batch Size 512,000 tokens (Ott et al., 2018)
Number of Updates 8,000 steps

Averaging Save checkpoint for every 100

steps and take an average of last
8 checkpoints

Table 1: List of hyperparameters

ordered by the sentence-alignment quality, the sen-
tences at the end might be noisy. Following a pre-
vious work (Morishita et al., 2017), we used only
the first two million sentences as parallel sentences.
We treated the final one million sentences as mono-
lingual data and created a synthetic corpus (Sen-
nrich et al., 2016). Based on a previous analy-
sis (Morishita et al., 2019), we forward-translated
it for the Japanese-English task and back-translated
it for the English-Japanese task.

3.2 Other Resources

We also trained the model with additional re-
sources. As an additional parallel corpus, we used
JParaCrawl (Morishita et al., 2020), which contains
10 million sentence pairs.

We also used CommonCrawl provided by the
WMT 2020 news shared task (Barrault et al., 2020)
as additional monolingual data. For Common-
Crawl data, we chose the ten million English and
Japanese sentences that are similar to the scientific
domain based on the language model trained with
ASPEC (Moore and Lewis, 2010). Then we further
filtered out the following noisy sentences: (1) non-
English/Japanese sentences with CLD2 !, (2) ex-
cessively long sentences (more than 250 subwords),
(3) sentences that contain out-of-vocabulary char-
acters. After cleaning, we kept 7.9 million English
and 9.2 million Japanese sentences. We then back-
translated these sentences with the NMT model
trained with ASPEC to make a synthetic corpus.



Setting BLEU Term% Sent%
BASE 294 50.80 233
+ LCD (beam=60) 24.0 9440 853
LeCA 422 87.64 72.02
+ LCD (beam=30) 43.9 94.34 85.21

Table 2: Comparison of translation accuracy and con-
sistency score for each setting on Ja—En.

4 System Details
4.1 Base Model and Hyperparameters

As a baseline system, we employed the Trans-
former model with the big setting (Vaswani et al.,
2017). Table 1 shows the detailed settings and hy-
perparameters. As an NMT implementation, we
used fairseq (Ottetal., 2019), and modified it
in the following experiments.

4.2 Lexically Constrained Decoding

We used the lexically constrained decoding (LCD)
technique (Hokamp and Liu, 2017; Post and Vilar,
2018) to incorporate constraints at decoding time.
In this task, the translations that do not satisfy the
constraints lead to a substantial decrease in the final
score. This technique is a hard lexically constrained
method that uses grid beam search algorithm, and
it guarantees that all word constraints appear in the
target sentence.

To evaluate the effectiveness of this technique,
we compared the baseline model (BASE) and the
baseline with LCD (BASE+LCD). Here, we used
two metrics for the consistency score: term% is the
percentage of constraints that are correctly gener-
ated in the translations, and sent% is the percentage
of sentences that contain all given constraints. Ta-
ble 2 shows that the BASE+LCD significantly im-
proves both term% and sent% on Ja—En. The rea-
son why the two consistency scores of BASE+LCD
are not 100% is due to the normalization on the
tokenization, and this can be addressed by post-
processing (§4.7).

However, BASE+LCD decreased the translation
accuracy of the model. In preliminary experiments
with the baseline models, we also found that the
beam size needs to be larger than 60 to successfully
generate all the constraints in this task. This is be-
cause the translations contain much repetition and
the model never finishes generation before reaching
the maximum output length.

"https://github.com/CLD20wners/cld2
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4.3 LExical-Constraint-Aware NMT

To ease the problem in LCD, we used the Lexical-
Constraint-Aware NMT (LeCA) model (Chen et al.,
2020), whose input is augmented by concatenating
constraints and the source sentence together. This
method can inform the model of what constraints
are given before decoding time, and thus the model
can properly decide where to output a constraint.
LeCA is a one of the soft lexically constrained
methods, which do not guarantee all constraints
are in the output. However, in combination with
LCD, we can guarantee the model always satis-
fies the constraints while keeping or improving the
translation performance.

The input is constructed by concatenating the
source sentence X and each phrase C; in the con-
straints C' with a separator symbol (sep), as fol-
lows:

(X, (sep), C1, (sep),Ca,...,Cn,(eos)], (3)

where (eos) is the symbol indicating the end of
the sentence.

To construct the input at training time, Chen et al.
(2020) proposed a method that dynamically sam-
ples constraints from a reference sentence. They
first sampled the number of constrained words £,
and then they randomly sampled k target words
(not subwords) as constraints from the reference.
Here, we sampled the number of constrained words
k from 0 to 14 following the distribution that is
p = 0.4 for 0 and p = 0.6/14(= 0.04) for the
other ones. The high probability for no constraint
is to maintain the translation performance for un-
constrained settings.

To handle such a source sequence, this method
modifies the input representation of the encoder to
distinguish the source sentence and each constraint.
This representation is composed of three types of
learned embeddings: token embeddings, positional
embeddings, and segment embeddings, as shown in
Fig. 2. The position of each constraint starts from
the maximum length of the source sentences to
avoid overlapping with the sentence. We assigned
different values for the source sentence and each
constraint and fed it to the model with the segment
embeddings. This method also introduces a pointer
network architecture(Vinyals et al., 2015; See et al.,
2017) that helps to generate constraints by copying
from the source sequence. Finally, we updated the
models with 10,000 steps for Ja—En and 12,000
steps for En—Ja and set the beam size to 30 for


https://github.com/CLD2Owners/cld2
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Figure 2: Input representation of the LeCA model.

Tokenizer BLEU Term% Sent% formance of mecab-ipadic-NEologd with
. the default system dictionary on an En—Ja task.
MeCab + ipadic 44.8 68.67  43.87

Table 3 shows that mecab-ipadic-NEologd
MeCab + NEologd 46.5 7235 4939 . . . .

significantly improved translation accuracy and
consistency scores. We confirmed that using
mecab-ipadic-NEologd is the best option

Table 3: Comparison of translation performance when
changing the dictionary of tokenizer on En—Ja. The ]
model setting is LeCA with a few updates. for LeCA on this task.

Then, we trained subword encoding models us-

ing the sentencepiece implementation (Kudo

LCD. and Richardson, 2018). According to an earlier
We evaluated the effectiveness of LeCA and  work (Morishita et al., 2019), a smaller vocabulary
LeCA with LCD (LeCA+LCD). Table 2 shows  size (e.g., 4,000) is empirically superior to the com-
that LeCA achieved high translation accuracy and ~ monly used ones (e.g., 32,000). On the other hand,
consistency scores. The input of both LeCA and  larger vocabulary size is preferred for an LCD to
BASE+LCD are the same, but the translation ac-  keep the number of constraint tokens small. This is
curacy of LeCA is significantly better than that of  because a large number of tokens requires a large
BASE+LCD. Moreover, LeCA+LCD with a small ~ beam size of the LCD and increases the inference
beam size improves the translation accuracy and  time. Finally, we found in a preliminary exper-
satisfies all of the constraints. This implies that  iment that a vocabulary size of 32,000 achieved
inputting both a source sentence and constraints as  the best results, so we used a joint subword vocab-
source sequence is very effective for improving the  ulary with 32,000 tokens. For training data, we

performance in this task. applied the Moses clean—-corpus—n scripts to
remove sentence pairs that are either too long or
4.4 Pre-process too different int their lengths?.

Since constraints that are sampled from the ref-
erence are given as not a subword but a word,
we need to separate the sentence into words. Ihe synthetic corpora (e.g., ASPEC last IM and
To do this, we first tokenized both the input CommonCrawl) contain noisy sentence pairs, and
and output sentences. For English, we sim- the domain of JParaCrawl is different from that

ply applied the tokenizer scripts available in of ASPEC, a scientific paper domain. We used
the Moses toolkit (Koehn et al., 2007). We these corpora to make the translations more fluent.

used the Moses truecaser when the target  Lhe model was initially pre-trained with these cor-
language is English. For Japanese, we use  Pora and the first 2M sentence pairs of ASPEC for
the MeCab tokenizer (Kudo, 2006) with the 12,000 updates. We then fine-tuned the pre-trained
mecab-ipadic-NEologd (Sato, 2015) dictio- model using only the first 2M sentence pairs of
nary. This dictionary contains many neologisms ~ ASPEC for 2,000 steps. For the pre-training, we
and thus it helps in handling named entities or tech- oversampled ASPEC three-times to keep roughly
nical terms, which are included in ASPEC but the same number of sentences as the synthetic cor-
cannot be tokenized correctly using the default 2w oot the minimum length to 1, the maximum length to
system dictionary. We compared the LeCA per- 250, and the maximum ratio of lengths to 9.

4.5 Fine-Tuning and Data Selection
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BLEU
Setting Ja—En En—]Ja
ASPEC 2M 44.34 3
+ synth 1M 44.26 56.57
after pre-training 44.28 56.47

Table 4: Effectiveness of fine-tuning. The model set-
tings are LeCA+LCD.

BLEU
Model type En—Ja Ja—En
Single model 55.49 43.44
8 Ensemble 56.57 44.34

Table 5: Effectiveness of ensembling models. The

model settings are LeCA+LCD.

pora.

We searched for an effective setting to use the
training data. Table 4 shows the results. The model
using only ASPEC 2M for En—Ja and the model
using ASPEC 2M and forward-translated ASPEC
last 1M for Ja—En achieved the highest transla-
tion accuracies. For both En—Ja and Ja—En, the
models trained on ASPEC 2M after pre-training
achieved comparable results to the best ones. Since
these models are trained on large amounts of par-
allel sentence pairs, they might be expected to pro-
duce more natural output than the best ones and
thus be preferred by humans. Therefore, we de-
cided to submit these four models for human evalu-
ation.

4.6 Ensemble

We applied a model ensemble technique to improve
the translation accuracy. First, eight models were
trained with different random seeds. We then com-
puted the average scores of these models and gener-
ated hypotheses based on these scores using beam
search decoding.

Table 5 shows the effectiveness of ensembling
models. Ensembling the eight models shows a
significant improvement over the single model.

4.7 Post-processing

For the submission, we need to match the tok-
enization to the reference constraints. To achieve

3In a preliminary experiment on En—Ja, we found that
a model using synthetic data was superior to that using only
ASPEC 2M. However, we did not compare the three settings
under the same conditions.
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this, we fixed the terms that are not matched to
the constraints due to tokenization issues. Specifi-
cally, for each unmatched constraint, we removed
spaces in both the output and the constraint, and
then replaced the constraint in the output with
the reference-spaced constraint. In some cases,
we found that constraints may contain out-of-
vocabulary (OOV) characters, resulting in trans-
lation failure*. The model outputs the special OOV
tokens for these sentence, and thus we replaced
them with correct characters in the reference con-
straint.

5 Official Results

Table 6 shows the automatic evaluated performance
of our systems on the test set. These scores were
measured in the evaluation server”. The best sys-
tems improved the BLEU score by +11.93 pts
for En—Ja and +15.04 pts for Ja—En against the
BASE. Our systems achieved the best BLEU score
for both En—Ja and Ja—En subtasks.

Table 7 shows the official results of our systems®.
For both En—Ja and Ja—En, our systems achieved
the best scores in the final ranking. Our submis-
sions did not drop the scores from the BLEU, while
the other participants dropped it. This means that
our team only succeeded in implementing systems
whose translation output could contain all the spec-
ified terms. Our systems also achieved the best per-
formance in terms of human evaluations for both
En—Ja and Ja—En. Notably, our scores are better
than the reference ones even for Ja—En. This im-
plies that constrained translation can yield human-
parity performance when the system can receive
appropriate terms in the target language.

6 Analysis

Figure 3 shows the example translation of the base-
line and LeCA with lexically constrained decoding.
Underlines in Figure 3 show the terms that match
the constraints. Obviously, the baseline model gen-
erated the same term repeatedly and failed to trans-
late while all of the constraints were satisfied. The
baseline model appears to struggle with generating

“We found that two percent of the lines in the test set
include OOV characters.

Shttp://lotus.kuee.kyoto-u.ac. jp/WAT/
evaluation/index.html

®The results of all participants are re-
ported in https://sites.google.com/
view/restricted-translation-task/#h.
g3vfoh2o0ljpg
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BLEU

ID Setting En—Ja Ja—En
(a) BASE (§4.1) 44.64 29.30
(b) BASE +LCD (§4.2) 45.38 23.22
(¢) LeCA (§4.3) 53.79 41.88
(d) LeCA+LCD 55.49 43.33
(e) (d) x 8 ensemble (§4.6) 56.57 44.34
(®) [(d) + fine-tuning (§4.5)] x 8 56.47 44.28

Table 6: The performance of the submitted systems. According to §4.5, we used only ASPEC 2M for En—Ja
and ASPEC 2M + synth 2M for Ja—En. For En—Ja, we show BLEU scores with MeCab tokenizer. Bold values

indicate the highest score in each column.

Automatic Eval.

Human Eval.

Language pair Final score (Rank) DA (Rank) CA (Rank)
En—Ja 57.2 (D) 77.5 (1) 79.7 (D)
Ja—En 441 (D) 75.6 (D) 74.4 (D)

Table 7: Official results of our team. The definition of the final score is described in §2. Human evaluations
are based on source-based direct assessment (DA) (Cettolo et al., 2017; Federmann, 2018) and source-based con-
trastive assessment (CA) (Sakaguchi and Van Durme, 2018; Federmann, 2018).

the constraint “superconductivity single phase auto-
transformer.” One likely reason for this is that the
baseline model generated a phrase that was quite
similar to the constraint in the early phase (marked
with a wavy line in Figure 3), and thus the model
considered the constraint as translated.

In contrast, LeCA+LCD successfully translated
the sentence with the constraints. We believe this
is because the LeCA model correctly gives higher
scores to the constraint phrases compared to the
baselines, helping to generate a sentence with con-
straints.

Figure 4 shows the BLEU scores of En—Ja trans-
lation decoding with various beam sizes. As men-
tioned in §4.2, the beam size of BASE+LCD needs
to be larger than 60 to successfully generate all of
the constraints. In contrast, LeCA+LCD can gener-
ate all of the constraints and improve the translation
accuracy even when their beam size is quite small.
This result indicates that the output of LeCA is
helpful for LCD to score the candidates and that
LeCA can save inference time.

7 Related Work

Hokamp and Liu (2017) proposed Grid Beam
Search (GBS), an extended beam search algorithm
that forces the NMT model to output pre-specified
lexical constraints of words or phrases. At each
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decoding step, a beam is allocated to each number
of constraints, and the top-k candidates that contain
n constraints are selected for the n™ beam. Transla-
tions that satisfy the constraints appear in the beam
corresponding to the number of constraints. The
beam size changes depending on the number of
constraints for each sentence, which makes batch
decoding difficult. Post and Vilar (2018) proposed
Dynamic Beam Allocation (DBA), which dynami-
cally allocates the beam with a fixed size and im-
proves decoding more efficiently. However, the
distribution of the number of constraint tokens in
the experiments of these papers was much smaller
than that of this task, and we found these methods
did not perform well on this task.

Song et al. (2020) and Chen et al. (2021) pro-
posed lexically constrained decoding given explicit
alignment guidance between the constraints and
the source text. Alignments were induced from
an additional alignment head or attention weights
(Garg et al., 2019), but these methods assumed that
gold alignments are given as constraints. To apply
these methods to this task, we would have to use an
automatic alignment method (e.g., GIZA++, Fast-
Align) to obtain the alignments, and the translation
accuracy might suffer due to alignment error.

Susanto et al. (2020) proposed non-
autoregressive NMT for lexically constrained



Source

D EEERRD AU IR R DA S A AL & 2 E L 72,

Superconductivity single phase auto-transformer with auxiliary winding only at the shunt winding was

Reference produced experimentally.

Constraints

shunt winding, auxiliary winding, superconductivity single phase auto-transformer

We have developed a superconducting single - phase transformer with auxiliary windings only in the shunt
windings, in which the auxiliary windings are connected to the shunt windings of the single - phase
transformer, and the auxiliary windings are connected to the shunt windings of the single - phase transformer

Base+LCD

with auxiliary windings of the auxiliary windings of the auxiliary windings of the auxiliary windings of the

auxiliary windings of the auxiliary windings of the auxiliary windings of the auxiliary windings of the

auxiliary windings of the auxiliary windings. Superconductivity single phase auto - transformer is assisted

by the auxiliary windings of the auxiliary windings.

LeCA+LCD

A superconductivity single phase auto-transformer with auxiliary winding only in the shunt winding was

produced experimentally.

Figure 3: Example translation: Underlines show the matched constraints, and wavy lines show the phrases that the

models fail to match.
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Figure 4: BLEU scores of En—Ja translation decoding
with various beam sizes. The BLEU scores are calcu-
lated with sacreblue (Post, 2018)

translation. They used the Levenshtein Trans-
former (Gu et al., 2019), which inserts and deletes
tokens at each time step, starting from the given
constraints as the initial state. They assumed that
the order of the given constraints is the same as
the order in the reference, but the given constraints
in this task appear in random order. Furthermore,
they have not achieved comparable translation
accuracy to the auto-regressive approaches.

Some works augment the input sequence with
constraints. Song et al. (2019) augmented the
source sentence by replacing or appending con-
straints with its corresponding source phrase
through leveraging an SMT phrase table. Chen
et al. (2020) proposed a simple yet effective aug-
mentation method that appends constraints after
the source sentence. Although the decoding speed
is fast, Song et al. (2019) relied on the quality of
the SMT phrase table. Furthermore, neither of the
works could guarantee that the translation would

contains all constraints.

8 Conclusion

This paper described the systems that were sub-
mitted to the WAT 2021 restricted translation task.
We submitted systems for both En—Ja and Ja—En,
and both of our systems won the best translation ac-
curacy as assessed by BLEU, the consistency score,
and human evaluations. We also confirmed that
the data augmentation method makes lexically con-
strained decoding more effective and, furthermore,
that combining data augmentation and constrained
decoding significantly improves translation accu-
racy.
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