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Abstract. Social media companies as well as authorities make extensive
use of artificial intelligence (AI) tools to monitor postings of hate speech,
celebrations of violence or profanity. Since AI software requires massive
volumes of data to train computers, Machine Translation (MT) of the
online content is commonly used to process posts written in several lan-
guages and hence augment the data needed for training. However, MT
mistakes are a regular occurrence when translating sentiment-oriented
user-generated content (UGC), especially when a low-resource language
is involved. The adequacy of the whole process relies on the assumption
that the evaluation metrics used give a reliable indication of the quality
of the translation. In this paper, we assess the ability of automatic qual-
ity metrics to detect critical machine translation errors which can cause
serious misunderstanding of the affect message. We compare the perfor-
mance of three canonical metrics on meaningless translations where the
semantic content is seriously impaired as compared to meaningful trans-
lations with a critical error which exclusively distorts the sentiment of
the source text. We conclude that there is a need for fine-tuning of auto-
matic metrics to make them more robust in detecting sentiment critical
errors.
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1 Introduction

Facebook has once apologised after its machine-translation service lead to an
arrest of a man from the West Bank whose profile posting in his native di-
alect that read “good morning” was mistranslated as “attack them”, and later
automatically detected by authorities as an incitement to violence3. The main
danger in this type of MT error is that it changes the author’s sentiment, here
from positive to a negative or rather aggressive emotion. Research on translation
of sentiment by MT systems has shown that users encounter similar mistakes
where the sentiment polarity of the source is flipped to its exact opposite due to

3 https://www.theguardian.com/technology/2017/oct/24/
facebook-palestine-israel-translates-good-morning-attack-them-arrest

https://www.theguardian.com/technology/2017/oct/24/facebook-palestine-israel-translates-good-morning-attack-them-arrest
https://www.theguardian.com/technology/2017/oct/24/facebook-palestine-israel-translates-good-morning-attack-them-arrest
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a mistranslation of a contronym, a dialectical expression, or a missed negation
marker, especially in translation of online content of low-resource languages [17].
In machine translation research, the reliability of MT systems is conventionally
measured by automatic quality metrics such as BLEU [13] and METEOR [1].
The aim of these automatic quality metrics is to evaluate a translation hypothesis
(i.e. the automatic translation) against a reference translation, which is normally
produced by a human translator. Good evaluation metrics should have a high
correlation with human judgement on the quality of translation. Recently some
automatic metrics have achieved a significant correlation with human judgement
on the WMT Metrics task datasets (see [7,8,12]). However, research has reported
weaker correlation with low human assessment score ranges for segment-level
evaluation [20,19]. These findings point to the challenges involved in detecting
low-quality translations by automatic metrics.

In this work, we focus on the problem of evaluating critical translation er-
rors that can cause serious misunderstanding of the sentiment conveyed in the
source text. To illustrate this point, suppose we are evaluating the MT output
“People are dead, starving in your presence, may God forgive you” with its ref-
erence “People are dead, starving in your presence, may God not forgive you”4.
The error in the MT output is only the missing of the word not, however, this
omission causes the translation to convey the exact opposite sentiment of the
source. We argue that such translation errors should be considered more criti-
cal than those which produce ungrammatical or low-quality translations, but do
not significantly distort the message of the source. However, as we show in this
paper, automatic quality metrics fail to give a penalty to this type of critical
error proportional to its gravity and may equate this hypothesis with another
that also has a uni-gram mistake, but transfers the affect message (e.g People
are dead, hungry in your presence, may God not forgive you).

In this research we conduct an experiment with three canonical automatic
quality metrics, BLEU, METEOR and BERTScore [22]. We measure the abil-
ity of each metric to penalise sentiment critical errors that severely distort the
affect message as compared to translations which correctly transfer the correct
sentiment as well as mistranslations that produce incomprehensible content in
the target language. We first briefly present the three metrics in section 2. Then,
in section 3, we explain our experiment and summarise the results. In section 4,
we give our concluding remarks.

2 Related Work

The standard metric for assessing empirical improvement of MT systems is
BLEU. Simply stated, the objective of BLEU is to compare n-grams of the
candidate translation with n-grams of the reference translation and count the
number of matches; the more the matches, the better the candidate translation.

4 The hypothesis is the mistranslation of Twitter’s Translate tab for an Arabic
tweet https://twitter.com/ZPNyOawCRVTNBxu/status/878496659793170432, ac-
cessed 26 June 2021.

https://twitter.com/ZPNyOawCRVTNBxu/status/878496659793170432
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The final score is a modified n-gram precision multiplied by a brevity penalty to
account for both frequency and adequacy. Due to its restrictive exact matching
to the reference, BLEU does not accommodate for importance n-gram weighting
which may be essential in assessing a sentiment-critical error. However, despite
research evidence of its analytical limitations [9,16], BLEU, is still the de facto
standard for MT performance evaluation because it is easy to calculate regardless
of the languages involved. METEOR, on the other hand, incorporates semantic
information as it evaluates translation by calculating either exact match, stem
match, or synonymy match. For synonym matching, it utilises WordNet synsets
[14]. More recent versions (METEOR 1.5 and METEOR++2.0) apply impor-
tance weighting by giving smaller weight to function words [3,6]. However, the
METEOR weighting scheme would not allow for a great penalty of the missing
negation marker in the hypothesis of our example above. In fact, the METEOR
score for Twitter’s MT wrong translation is 0.91, whereas the score for the cor-
rect translation (People are dead, starving in your presence, may God not forgive
you) is 0.99. The main culprit for this proportionally inaccurate scoring is the
function word weighting which causes the metric to be over permissive despite
the MT engine missing of a negation marker crucial to the sentiment of the
source tweet.

Both METEOR and BLEU assess the quality of translation in terms of sur-
face n-gram matching between the MT output and a human reference(s). After
the introduction of pretrained contextual word models, there has been a recent
trend to use large-scale models like BERT [4] for MT evaluation to incorporate
semantic contextual information of tokens in comparing translation and reference
segments. A number of embedding-based metrics has proven to achieve the high-
est performance in recent WMT shared tasks for quality metrics (e.g. [7,8,12]).
We take BERTScore as representative of this category. BERTScore computes a
score based on a pair wise cosine similarity between the BERT contextual embed-
dings of the individual tokens for the hypothesis and the reference. Accordingly,
a BERTScore close to 1 indicates proximity in vector space and hence a good
translation. In the following section, we explain our experiment for assessing the
performance of these three metrics with respect to critical translation errors that
seriously distort the affect message of the source.

3 Experiment Set Up

3.1 Dataset Compiling

We measure the performance of the three metrics on two types of translated UGC
data: synthetic and authentic. The synthetic dataset consists of 100 restaurant
reviews extracted from the SemEval-2016 Aspect-Based Sentiment Analysis task
where each review expresses mixed sentiment about a particular entity [15]. For
this dataset we did not use machine translation, but we artificially modified the
original texts in such a way that the original sentiment was distorted. Thus,
we created hypothesis-reference pairs with changes only in sentiment-related
words. The main objective of the synthetic data is to measure the sensitivity of
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each metric to sentiment-critical translation errors by making n-gram sentiment
modifications to the hypothesis while keeping the other words intact. We made
four types of sentiment modifications manually. For example, for the source
review ‘But the staff was so horrible to us’, we made the following modifications:

– One Non-Critical Error: a uni-gram change that does not affect the sentiment
(‘But the staff was so horrible to him ’)

– One Critical Error: a uni-gram change that produced the opposite sentiment
(‘But the staff was so nice to us’)

– Two Errors: a two-words change with one critical and one non-critical error
(‘But the staff was so nice to him ’)

– Nonsense: a three-words change that produced a meaningless translation
(‘But the team was so to him’)

Table 1: Distribution of Translation of Sentiment Errors for the Datasets

Dataset No Error One Error Two Errors Nonsense

Synthetic En to En 200 100 100

Total 400

Authentic En to
Sp/Ar/Pt/Ro

854 404 142

Authentic Sp/Ar to En 150 150

Total 1700

The authentic dataset consisted of 1700 tweets collated from different emotion-
detection and aggression-detection shared tasks ([11,10,2,21]). The source tweets
were in three languages: English (1400), Arabic (200) and Spanish (100). This
dataset was translated by Twitter’s MT system (Google API). The Spanish and
English source tweets were translated into English, and the English tweets were
translated into Romanian, Arabic, Spanish and Portuguese. Five human annota-
tors 5, native speakers of the respective languages, manually annotated the trans-
lations for sentiment errors. The annotation was straightforward: Yes the transla-
tion transfers the sentiment of the source (even though it can have non-sentiment
related errors that do not seriously affect the overall sentiment/emotion) or No,
it does not. If ‘No’, the annotators were asked to mark whether the mistransla-
tion of sentiment is due to one or two linguistic errors. The linguistic error was
either a missing negation marker, a mistranslation of a hashtag, an idiomatic
expression or a polysemous word (table 1 shows the distribution of the datasets
types used in the experiment). More details on how the errors were identified
are discussed in [18].

We ran the three metrics on the hypothesis/reference pairs of the synthetic
dataset and the hypothesis/reference6 for Arabic and Spanish tweets, and the
source/back-translations of the English tweets of the authentic dataset (The

5 The annotators were computational linguists working on MT research.
6 Reference translations were created by the two annotators native speakers of Arabic

and Spanish.
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Fig. 1: Mean Scores for Synthetic Data7 Fig. 2: Mean Scores for Authentic Data (en)

Fig. 3: Mean Scores for Authentic Data
(ar/sp)

Fig. 4: Normalised Standard Deviation

back-translations were checked to make sure they reproduced the exact sentiment
errors in the MT output). Accordingly, as shown in table 1, we evaluated 400
synthetic English hypothesis/reference pairs, 1400 English tweets translated into
Romanian, Arabic, Spanish and Portuguese, and 300 Arabic and Spanish tweets
translated into English. We used these datasets to calculate three measures for
BLEU, METEOR and BERTScore: segment-level scores, mean segment-level
scores and standard deviation for segment-level scores. Results of the experiment
are explained in the next section.

7 Scores in figures are standardised from 0 to 100 for easier display.
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3.2 Results

The average segment scores of the three metrics for the four sentiment modifica-
tions we have conducted on the hypotheses of the synthetic dataset is shown in
figure 1. As can be seen from the figure, the difference between the mean score
for one critical error and one non-critical error is quite small for all the three
metrics (max 3 points difference). This result essentially highlights the inability
of the three metrics to distinguish between the mistranslation of a critical word
that seriously distorts the affect message and the mistranslation of a non-critical
word that does not affect the sentiment content (see table 2 for examples of such
cases). The metrics, however, are able to distinguish low-quality translation with
a highly distorted content as the average scores for the ‘Nonsense’ translations
are far off from the other types of errors. Furthermore, the average BLEU score
for one non-critical error is slightly higher than the one critical error. This is
due to the fact that BLEU gauges the performance of an MT model by an indis-
criminate n-gram matching, regardless of the semantic weight of each word. An
error with a sentiment-critical word, therefore, is equally penalised as any other
word. Also, for BERTScore the average score for one critical error is relatively
high (0.85) due to what is known as the antonymy problem in contextual word
embeddings [5]. Antonyms (e.g. ‘great’ and ‘terrible’) usually have similar con-
textual information and hence are closer in vector space. The change of one word
to its exact opposite, therefore, is not adequately captured by the BERTScore
metric. It can be claimed, therefore, that the embedding-based metric would
generally struggle with hypotheses with only a uni-gram sentiment-critical error
that flips the source sentiment to its opposite polarity.

Figure 2 shows a similar problem for the authentic English data. For ME-
TEOR, a translation that transfers the affect message has a similar average
score as translations that have one or two linguistic errors that seriously distort
the sentiment of the source. Note that in the authentic ‘No Error’ dataset, the
hypothesis correctly transfers the main content but may have non-sentiment er-
rors and hence METEOR scores may be lower for some hypotheses. However, the
METEOR performance casts doubt on its ability to distinguish between a trans-
lation that can transmit the sentiment content despite other errors and another
translation that has a critical error of the sentiment which would be unacceptable
by human standards. By contrast, the average scores of the BERTScore metric
correlate consistently with the degradation of the sentiment transfer in this au-
thentic dataset. However, for the second language arc where Arabic/Spanish are
the source languages, the difference between METEOR and BERTScore aver-
age scores for segments with no sentiment error and those with critical errors is
relatively small (7 and 8 points, respectively as shown in figure3).

Finally, figure 4 shows the normalised standard deviation of the segment-level
scores for the three metrics on the different datasets. The scores of the three met-
rics display the highest variation with the authentic dataset with one sentiment
error and BERTScore displays a great variance with two sentiment errors in the
same dataset. This indicates that translations with sentiment critical errors do
not consistently receive low scores by the three metrics. Similarly, both the ME-
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TEOR and BLEU metrics have a relatively higher deviation in segment-level
scores for the synthetic dataset with one critical error. Therefore, hypotheses
that are exact match to the reference but have only one critical error causing
a misinterpretation of the affect message are not consistently penalised by the
two metrics (see table 2 for examples of metric scores for references/hypotheses
of the two datasets).

Table 2: Examples of Metric Scores for Different Error Types

Synthetic Data Metric

BLEU METEOR BERTScore

Ref
Their pizza is the best,
if you like thin crusted pizza.

1.0 1.0 1.0

Non-critical Error
Their pizza is the best,
if you like thin layer pizza.

0.76 0.50 0.90

Critical Error
Their pizza is the worst ,
if you like thin crusted pizza.

0.73 0.50 0.86

Authentic Data

Ref
What is this amount of happiness,
I don’t understand!

1.0 1.0 1.0

One Error
What is this amount of anger ,
I don’t get it!

0.65 0.47 0.89

Ref
Sweetie like clouds,
always fill me with joy.

1.0 1.0 1.0

No Error
My love is like clouds,
always fill me with joy.

0.65 0.44 0.52

4 Conclusion

In this research, we conducted an experiment with three canonical automatic
quality metrics to evaluate their ability to penalise a critical translation error
that seriously distorts the affect message of the source text. The average segment-
level scores for the three metrics showed that sentiment-critical and non-critical
errors are not appropriately distinguishable especially in our synthetic dataset.
This shows that in scenarios where the MT output is an exact match to the
reference except for one sentiment-pivotal word, the automatic quality metric
becomes less sensitive to the mistranslation error. Similarly, with the authentic
datasets, the average scores for METEOR showed that mistranslations with one
or two critical errors are not appropriately penalised. Moreover, with both the
authentic and synthetic data, the relatively high inconsistency of segment-level
scores for hypotheses with one or two sentiment-critical errors suggests that a
distortion of the sentiment content may misleadingly receive high scores by any
of the three metrics. The results of the experiment call attention to the need for
a sentiment-targeted evaluation measure that can adequately assess this type of
critical translation errors that have can serious consequences in determining the
sentiment stance of the author. Our future work will focus on fine-tuning the
quality metrics to capture sentiment-critical lexicon to improve its performance
with sentiment-oriented text.
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offensive language identification in social media (offenseval 2020). arXiv preprint
arXiv:2006.07235 (2020)

22. Zhang, T., Kishore, V., Wu, F., Weinberger, K.Q., Artzi, Y.: Bertscore: Evaluating
text generation with Bert. arXiv preprint arXiv:1904.09675 (2019)


	BLEU, METEOR, BERTScore: Evaluation of Metrics Performance in Assessing Critical Translation Errors in Sentiment-oriented Text

