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Abstract. Due to the wide-spread development of Machine Transla-
tion (MT) systems—especially Neural Machine Translation (NMT) sys-
tems—MT evaluation, both automatic and human, has become more
and more important as it helps us establish how MT systems perform.
Yet, automatic evaluation metrics have lagged behind, as the most pop-
ular choices (e.g., BLEU, METEOR and ROUGE) may correlate poorly
with human judgments. This paper seeks to put to the test an evaluation
model based on a novel deep learning schema (NoDeeLe) used to com-
pare two NMT systems on four different text genres, i.e. medical, legal,
marketing and literary in the English-Greek language pair. The model
utilizes information from the source segments, the MT outputs and the
reference translation, as well as the automatic metrics BLEU, METEOR
and WER. The proposed schema achieves a strong correlation with hu-
man judgment (78% average accuracy for the four texts with the highest
accuracy, i.e. 85%, observed in the case of the marketing text), while it
outperforms classic machine learning algorithms and automatic metrics.

Keywords: Machine Learning - Deep Learning Schema - Neural Ma-
chine Translation - Pairwise Evaluation.

1 Introduction

Recently, studies in Natural Language Proccessing (NLP) have been using neural
networks [31,1]. Neural networks have made significant progress in several NLP
tasks including MT [20], summarization [7], dialogue generation [21] and image
captioning [11]. The evaluation of MT systems is a crucial field of research, as
has been highlighted by a number of researchers [34,15,16,3], given that it is
used to compare different systems but also to identify a system’s weaknesses
and help improve it. Various methods have been suggested for the evaluation
of MT—both automatic and human [4]. Although, human evaluation is con-
sidered to be the best indicator of a system’s quality, it is an expensive and
time-consuming process, so it cannot be readily used for the development of the
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MT system. As a result, MT researchers and developers mostly use automatic
evaluation metrics which constitute an acceptable estimation quality and they
are easy and cheap to compute. Some of them rely on score-based metrics, such as
Bilingual Evaluation Understudy (BLEU) [26], National Institute of Standards
and Technology (NIST) [12] and Word Error Rate (WER) [30], metrics using
external resources, like METEOR, [10], and neural metrics such as ReVal [17]
and Regressor Using Sentence Embeddings (RUSE) [28], while some others use
machine learning schemata [13,32,23]. Automatic evaluation methods must be
evaluated with specific criteria. According to Banerjee and Lavie [2], a satisfac-
tory automated evaluation system should meet the following conditions: high
correlation with human judgments quantified in relation to translation quality,
sensitivity to nuances in quality among systems or outputs of the same system
in different stages of its development, result consistency, reliability, a great range
of fields and speed and usability. The most important condition is considered to
be correlation with human judgment [29]. Yet, the automatic evaluation metrics
mentioned above have lagged behind, as they do not correlate well with human
judgments [27].

This paper seeks to put to the test an evaluation model based on a novel deep
learning schema developed by Mouratidis et al. [25] used to compare two NMT
systems on four different text genres, i.e. medical, legal, marketing and literary
in the English-Greek language pair. The model, NoDeeLe, utilizes information
from the source segments, the MT outputs and the reference translation, as well
as the automatic metrics BLEU, METEOR and WER.

2 Related Work

Deep Learning (DL) is one of the fastest-growing fields of Information Technol-
ogy (IT) today being used among others for MT evaluation. Duh [13] decomposes
rankings into parallel decisions, with the best translation for each candidate
pair predicted, using a ranking-specific feature set, BLEU score and the Support
Vector Machine (SVM) classifier. A similar pairwise approach was proposed by
Mouratidis and Kermanidis [22], using a random forest (RF) classifier. Cho et
al. [6] proposed a score-based schema to learn the translation probability of a
source phrase to a target phrase (MT output) with a Recurrent Neural Network
(RNN) encoder-decoder. They showed that this learning schema has improved
the translation performance. The schema proposed by Sutskever et al. [31] is
similar to the work by Cho et al. [6], but Sutskever et al. chose the top 1000 best
candidate translations produced by a Statistical Machine Translation (SMT) sys-
tem with a Long Short-Term Memory (LSTM) sequence-to-sequence model. Wu
et al. [32] also trained a deep LSTM network to optimize BLEU scores focusing
on German-English and German-French language pairs, but they found that the
improvement in BLEU scores did not reflect the human evaluation of transla-
tion quality. Mouratidis et al. [24] used LSTM layers in a learning framework for
evaluating pairwise MT outputs using vector representations, in order to show
that the linguistic features of the source text (ST) can affect MT evaluation.
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Gehring et al. [14] proposed an architecture for sequence to sequence modeling
based on a Convolutional Neural Network (CNN). The model is equipped with
linear units [9] and residual connections [18].

3 Materials and Methods

3.1 Dataset

The STs used in this study are four texts of comparable complexity, i.e. with a
Lexile score between 1210 and 1400, belonging to different genres: medical (T1),
legal (T2), literary (73) and marketing (74). All texts were originally written
in English. The medical text is a 382-word excerpt from a clinical trial retrieved
from the National Center for Biotechnology Information, the legal text is a 367-
word excerpt from a purchase agreement, the literary text is a 365-word excerpt
from the book The English by Jeremy Paxman, while the marketing text is a
410-word excerpt about the Venice Simplon-Orient-Express holidays retrieved
from the website of luxury travel tour operator The Luxury Holiday Company.
The Lexile score was calculated on the basis of the Lexile Analyzer! which relies
on an algorithm to evaluate the reading demand —or text complexity— of books,
articles, and other materials. In particular, it measures the complexity of the
text by breaking down the entire piece and studying its characteristics, such as
sentence length and word frequency, which represent the syntactic and semantic
challenges that the text presents to a reader.

The STs were machine-translated without any pre-editing and the NMT
systems used to produce the raw MT output were DeepL? and Google Translate?
(output obtained June 2, 2021). Google Translate and DeepL are both generic
NMT systems that use state-of-the-art Al to translate texts from one language
into another. However, these systems differ in the technology they use and the
language data they are trained on. More specifically, DeepL. uses CNNs and is
trained on the Linguee bilingual corpora database, while Google Translate, uses
RNNs and is trained on various digital resources in many languages [35].

The reference translations, i.e. the gold-standard human translations, were
produced by highly experienced professional translators. In particular, the med-
ical text was translated by a professional translator specialising in the Life Sci-
ences with over 15 years of experience, the legal text was translated by a profes-
sional translator and Law graduate with over 10 years of translation experience,
while the literary and marketing texts were translated by a professional transla-
tor specialising in creative genres and having more than 20 years of experience.

3.2 The Feature Set Used

Two different features categories were employed from source segments, MT out-
puts and reference translation.

! https://lexile.com/
2 https://www.deepl.com/translator
3 https:/ /translate.google.com/
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The first one derives from string-based linguistic features and the second one
from MT evaluation automatic metrics. The first category contains i. string-
based similarity features (such as length in words and characters, the longest
word length, some ratios e.g. the ratio between lengths in words in the source
segments and the two MT outputs, the ratio between longest words from source
segments and the two MT outputs and reference translation, etc., the percentage
of segments similarity, suffix similarity etc.) and ii. noise features (such as re-
peated words or special characters). All the features were calculated for the two
MT outputs, the source segments and the reference translation. More details on
the feature set used can be found in Mouratidis et al. [24]. The second category
contains the BLEU score, METEOR and WER.

3.3 Word Embeddings

Word embeddings helped us to model the relations between the two MT out-
puts and the reference translation. In this paper, the embedding layer, the one
provided by Keras [19], is used for the two MT outputs and the reference trans-
lation. The encoding function applied is the one-hot function. The embedding
layer size, in number of nodes, is 16.

3.4 The DL Architecture

The deep learning schema in Figure 1 is used for classification purposes.

(Inputs) (Embedding Layer) (Hidden Layer) (Output Layer)
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Sr
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Fig. 1. Deep learning architecture

The input segments in the learning schema are the two MT outputs S1, 52
and the reference translation Sr. These segments are converted into numerical
vectors (EmbS1, EmbS2, EmbSr) by passing the embedding layer and then they
are merged by pair in order to become the input to the hidden layers. In this
step, the architecture takes as an extra input the matrices H containing linguistic
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features from the source segments and the automatic metrics BLEU, METEOR
and WER. The architecture takes an extra input to the output layer, the ma-
trix A containing the linguistic features from the MT outputs and the reference
translation. Finally, we used as ground truth the ranking information produced
by two linguists —both native speakers of Greek, both translators with over 10
years of professional experience each and with a specialisation in MT evalua-
tion/annotation in the English-Greek language pair. The linguists ranked the
MT outputs of the four texts at sentence level as follows: 1 if the Deepl MT
output is better than the Google MT output, and 0 if the Google MT output
is better than the DeepLL MT output. The inter-annotator agreement was calcu-
lated using Cohen’s kappa coefficient (x) which measures the inter-annotators’
reliability; this can take a value between 0 and 1 where 1 indicates perfect agree-
ment and 0 indicates no agreement [8]. In the cases of disagreement between
the two annotators, a third, mediating annotator was introduced to resolve the
disagreement [33]. The mediating annotator was a professional translator with
15 years of translation experience in the English-Greek language pair and exten-
sive experience in MT evaluation/annotation. The network model architecture
for the experiments is a classic architecture of LSTM and feedforward layers.

To avoid over-fitting, a dropout rate of 0.05 is applied, using the binary cross
entropy as a loss function and 10-fold Cross Validation. More details about the
model’s parameters can be found in [25].

4 Results

According to the annotators, and as it emerges from Figure 2, DeepL. performed
better than Google Translate for all texts. It should be noted that an almost
perfect agreement between the annotators for all four texts (k=0.83 for T4,
k=1.0 for T2, k=0.92 for T3 and x=0.85 for T4 ) was observed. In the few cases
of disagreement, the mediating annotator’s decision was used.

Unequal values between the classes were observed with the class belonging
to Google Translate being the minority class. The SMOTE supervised filter [5]
was applied to the minority class. Figure 3 presents the classification results
(classification accuracy) for the two MT outputs over the four different datasets.
It emerges that the classification accuracy level is higher in the case of the
marketing text followed by the legal and the literary text. The lowest accuracy
level is observed in the case of the medical text, most probably due to its rich
and highly-specialised terminology. We also applied a SMOTE filter with a view
to improving the model accuracy. Indeed, an increase of 2% of the classification
accuracy for the medical text, 5% for the legal and the marketing text, and 3%
for the literary text is observed. The above accuracy results are in accordance
with the annotators’ results (see Figure 2). Better accuracy results (FI score)
are observed for DeepL (S1) compared to Google Translate (52) for all texts
(Figure 4).

The BLEU and METEOR scores for the MT outputs of the four texts are
given in Figure 5. In particular, the medical text received the highest score
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Fig. 2. Ranking information
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Fig. 3. Accuracy performance with and without SMOTE filter

for both metrics followed by the legal text, while the literary text received the
lowest score. Interestingly, the scores are not in line with the results of NoDeeLe,
i.e. the proposed deep learning schema, according to which the medical text
received the worst classification accuracy and the marketing text received the
best classification accuracy. In addition, although DeepL (S51) performed better
in all cases according to NoDeeLe, Google Translate (S2) performed better in
the case of the literary and marketing text according to BLEU, and in the case
of the medical text according to METEOR. As far as the legal text is concerned,
no difference was observed between the automatic metrics and NoDeeLe.
Apart from BLEU and METEOR, NoDeeLe was also compared to other
methods. For that reason, additional experiments were carried out using differ-
ent classifiers e.g. SVM and RF using the WEKA framework as backend. The
SVM and the RF classifiers were trained on the same data and feature set as
NoDeLee. As depicted in Figure 6, NoDeeLe achieves stronger correlation with
the human judgments (78% average accuracy for the four texts), compared to
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Fig. 5. Automatic Metrics BLEU and METEOR

the RF classifier (74% average accuracy for the four texts) and the SVM clas-
sifier (67% average accuracy for the four texts). Unlike BLEU and METEOR
scores, NoDeeLe as well as the RF and SVM classifiers indicate that the mar-
keting text has the best classification accuracy, followed by the legal text and
the literary text, while the medical text has the worst classification accuracy. In
addition, NoDeeLe as well as the RF and SVM classifiers reveal that DeepL (S1)
performed better in all text genres in contrast with BLEU and METEOR, with
the former showing that Google Translate (52) performed better in the case of
the literary and marketing text, and the latter showing that it performed better
in the case of the medical text.
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Fig. 6. Classification accuracy comparison with other algorithms

5 Conclusions and Future Work

In this paper, a deep learning novel schema for evaluating NMT systems and
outputs is presented and discussed. The schema, i.e. NoDeeLe, used information
from the source segments, the MT outputs and the reference translations as well
as automatic metrics, and was applied in four different text genres: medical, le-
gal, literary and marketing. Experimental results showed that NoDeeLe achieves
stronger correlation with the human judgments compared to the RF classifier
and the SVM classifier. Unlike BLEU and METEOR, NoDeeLe, as well as the
RF and SVM classifiers, indicate i. that the marketing text has the best clas-
sification accuracy and the medical text the worst classification accuracy and
it. DeepLs (S1) performed better in all text genres. These findings suggest that
the BLEU and METEOR automatic metrics may not be appropriate for the
evaluation of NMT output, as has been also indicated by other studies [4].

To complement and expand this study, we aim to explore if pre-trained em-
beddings e.g. fasttext, could improve classification accuracy, especially concern-
ing texts with specialised terminology. In addition, we are planning to test: i. an-
other neural network structure and ii. a learned evaluation metric, the BLEURT
metric [27], on the same datasets. Finally, in order to further explore the observed
difference between the BLEU and METEOR, automatic metrics and NoDeeLe,
we are planning to carry out a refined human error analysis to evaluate the
linguistic quality of the MT outputs.
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