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Abstract

Medieval French is known to be relatively hard to parse, with several possible sources of confusion
for automatic parsers, among which its flexible word order and its graphical and syntactic vari-
ation, both synchronically and diachronically. In this work, we study in particular the influence
of word order, by comparing the performances of two state-of-the-art syntactic parsers trained
and evaluated on two treebanks: the Syntactic Reference Corpus of Medieval French (SRCMF),
a treebank of Old French (9th—13th century) and the Google Stanford Dependency treebank of
contemporary French.

1 Introduction
Parsing Old French is thought to be hard because the language has flexible word order, graphical and
syntactic variation. As a result, automatic parsers are underperforming for Old French as compared with
most other Romance languages when accounting to the amount of available data (Zeman et al., 2018).

However, while previous studies (Stein, 2014; Stein, 2016; Guibon et al., 2014; Guibon et al., 2015)
have investigated the issue with parsing from an intrinsic point of view, to our knowledge, there is no
comparative study of the impact of these characteristics on the behaviour of automatic parsers. In partic-
ular, there has been no specific study attempting to assess the impact of Old French free word order on
parsing.

In this work, we propose a first step in these directions by studying automatic dependency parsing
of Old French as compared to Contemporary French. To this end, we train state-of-the art parsers on
the closest alter ego in both languages: the Syntactic Reference Corpus of Medieval French (UD-Old-
French-SRCMF, henceforth SRCMF), a treebank of Old French (9th—13th century) and the Google
Stanford Dependency treebank of contemporary French (UD-French-GSD, henceforth GSD) ; both from
the Universal Dependencies (Nivre et al., 2020) projet.

Both corpora have some similarities — comparable sizes and French language — and some dissim-
ilarities as they represent different stages of the French language, with noticeable linguistic differences
between them. Our aim is to assess whether those discrepancies have an impact on the scores of the parser
and on the types of errors that they make.

We propose a quantitative and qualitative error analysis with a particular focus on word order, with
the following intuitive hypothesis: considering the flexibility of word order as well as the morphological
variation in Old French, we expect lower scores on the SRCMF treebank than on the GSD treebank and
different types of errors.

2 Data
The Universal Dependencies Old French Syntactic Reference Corpus for Medieval French (SRCMF)
treebank (Stein and Prévost, 2013) consists of texts spanning from the 9th to the 13th century. In its
This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
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most recent version, it consists of 199 700 tokens (including punctuation marks) in 18 030 sentences for
an average of 11.1 tokens per sentence.

Most of the development and test data is taken from texts sharing properties with training data, but
conversely pre-1100 texts only appear in the training set because they were deemed too small to reserve
anything for testing.

The Universal Dependencies French Google Stanford Dependency (GSD) treebank (Guillaume et al.,
2019) consists of Contemporary French data, mainly from encyclopedic articles and tourist reviews. It
includes 400 399 tokens for 16 341 sentences (averaging 24.5 tokens per sentence). There is no broad
chronological span, but the genre disparities may entail significant internal variability. The split sizes for
both corpora are reported in table 1.

Train Dev Test
Corpus Tokens Sentences Tokens Sentences Tokens Sentences

SRCMF 158 620 14 153 20 554 1888 20 526 1989
GSD 354 662 14 449 35 718 1476 10 019 416

Table 1: Corpus sizes, using their respective standard splits in Universal Dependencies

There are two explanations for the wide gap between the sentence lengths in the two corpora — which
might influence the performances of the parser. The first explanation is a linguistic one, as sentences in
Contemporary French tend to be more complex (and thus longer) than in Old French, especially because
they include more subordinate clauses. The second one is methodological, and lies in a different rep-
resentation of coordinated clauses: in SRCMF, any finite verb of a main clause gives rise to a sentence
and there is no coordination between main clauses. On the contrary, in GSD, main clauses may be co-
ordinated in a single sentence under specific conditions (if the second verb has no overt subject). Hence,
the following example is analysed as a single sentence in GSD while it would analysed as two separate
sentences in SRCMF: “Selon Alan «Dave m’a contacté il y a quelques semaines et m’a demandé si je
serais prêt à les rejoindre sur scène»” (“Dave contacted me a few weeks ago and asked if I would accept
to join them on stage”).

These differences in sizes could have an influence on the global performances of learned parsers, how-
ever neither the direction nor the magnitude of the difference is clear from the current state of the art.
Grobol and Crabbé (2021) for instance report better performances on the Sequoia treebank (Candito and
Seddah, 2012) than on GSD, despite its smaller size, but worse performances on the French Treebank
(Candito et al., 2010), which is larger than GSD. However, since our analyses in this work focus on tree-
level behaviours rather than word-level performances, our hypothesis will be that since GSD and SRCMF
have a similar number of trees, it makes sense to compare parsers trained on these treebanks.

3 Parser
The parser used in this study is HOPS (Grobol and Crabbé, 2021), a neural graph parser/POS tagger with
state-of-the-art results on the Universal Dependencies contemporary French corpora. More specifically,
HOPS is variant of Dozat and Manning (2018)’s Biaffine graph parser, that takes transformer language
model representations as inputs and where POS-tagging is not an explicit step independent of parsing,
but it is instead performed jointly with parsing in a hard parameter sharing (Ruder, 2017) multitask for-
mulation as in e.g. Coavoux and Crabbé (2017). Beyond its sheer performances, our choice was also
motivated by the versatility of this parser regarding word representations, as it is able to simultaneously
use contextual and non-contextual word embeddings along with character-level representations, which
— as noted by Smith et al. (2018) — can have a significant impact for parsing languages with rich mor-
phologies and/or flexible graphic systems. In all our experiments, we used the same hyperparameters as
Grobol and Crabbé (2021) for their FlauBERT-based models.

In order to parse UD-French-GSD, we retrain a parsing model from scratch, using a French transformer
model, FlauBERT-base (Le et al., 2020), for the contextual word embeddings. The results in terms of POS



tagging, unlabelled attachment and labelled attachment F-scores are reported in table 2 and are similar to
those reported by Grobol and Crabbé (2021).

Partition UPOS UAS LAS
Dev 98.63 96.71 95.60
Test 98.61 95.90 94.35

Table 2: Performances of the parser (dev-best model out of 5 random seeds) on GSD development and
test partitions.

Grobol and Crabbé (2021) show that using Transformer-based contextual word embeddings (Devlin
et al. (2019) among others) greatly improves dependency parsing for contemporary French. In order to
benefit from comparable advantages when parsing Old French, we derive adapted contextual embeddings
in two different ways: by training a small RoBERTa model from scratch (Micheli et al., 2020) and by
further training of FlauBERT (Le et al., 2020), in both cases on a corpus of raw Old French and early
Middle French of about 10 Mwords1. This results in a situation where despite the resources disparities
between Old and Contemporary French in general, the parsers have access to comparable resources for
both languages.

Development UPOS UAS LAS
HOPS (scratch) 97.14 92.95 89.18
HOPS (FlauBERT) 97.72 93.70 90.93

Test UPOS UAS LAS
Straka et al. (2019) 96.26 91.83 86.75
HOPS (scratch) 96.60 92.20 87.95
HOPS (FlauBERT) 97.59 93.73 90.98

Table 3: Performances of the parser (dev-best model out of 5 random seeds) on SRCMF development and
test partitions.

Table 3 reports the results obtained using these two strategies to obtain contextual word embedding.
We note that our parser obtains rather good scores and improves on the state-of-the-art with a consid-
erable margin (which is not very surprising, since unlike Straka et al. (2019) we could rely on specific
monolingual contextual word embeddings). Considering these results, the rest of our analyses focus on
the better-performing FlauBERT-based model. To preserve the opacity of the test partition and avoid
design overfitting (van der Goot, 2021), we will only consider the development set of both corpora in the
rest of this work.

4 Comparative analysis
As interesting as UPOS, UAS, LAS may be from a computational point of view, when using automatic
parsing as a preprocessing step for a large-scale linguistic analysis, the proportion of trees that are fully
correctly parsed is also relevant.

For SRCMF, a total of 1100 sentences (58.26 %) of the sentences are parsed completely correctly and
788 sentences (41.74 %) have at least one parsing error (either a wrong attachment or a wrong dependency
label. For GSD, we find 660 sentences (44.72 %) of completely correct parses.

Therefore, somewhat unexpectedly, the parser obtains better results on SRCMF than on GSD for these
metrics. However, the picture is different with a more refined analysis. If we focus on the major con-
stituents, that is Subject, Object, Root and Copula, the picture is quite different. There are 1693 sentences

1This corpus consists of texts from the BFM (Guillot et al., 2018), AND (Trotter, 2012), NCA (Kunstmann and Stein, 2008),
Chartes Douai (Glessgen et al., 2010), OpenMedFr (Wrisley, 2018), Geste (Camps et al., 2019), MCVF (Martineau, 2008) and
Chartes Aube (Van Reenen et al., 2006) corpora.



(88.67 %) in SRCMF where there are no errors on these syntactic functions, whereas in GSD this amounts
to 1423 sentences (96.21 %).

These results show that the parser is better for non major constituents (such as adverbial phrases or
clauses, or internal structure of NPs) on Old French, and for major constituents in contemporary French.

Two complementary observations could explain this difference. First, Old French is characterised by
high variations. A word can be spelled in many different ways, null subjects are very frequent, and
word order has a considerable flexibility, allowing for preverbal objects, postverbal subjects, and all six
permutations of S, V and O (SVO, SOV, OVS, OSV, VSO and VOS), even though SVO is the prevalent
form very early on. This multi-dimensional variation probably makes it more complex for the parser to
correctly identify subjects, objects (or even verbs) in SRCMF than in GSD. Secondly, as mentioned above,
sentences are longer and more complex in GSD than in SRCMF, with either more peripheral elements
and/or more complex NPs, which may be difficult to correctly analyse for the parser.

From now on, we will focus on two major constituents, subjects and objects, — both nominal or
pronominal — in main declaratives. We thus examine cases of parsing errors of the nsubj and obj re-
lations2, while taking into account the respective order of the main constituents in the sentence.

We focus first on the orders which are common to both treebanks, in order to determine whether there
are, for instance, more errors on the attachment and/or the label of the object in OVS than in SVO in
either treebank. Then we will turn more specifically to SRCMF, taking also into account unattested com-
binations in, trying to highlight some correlations between wrong parsing and the different combinations.
One important concern, as historical linguists, is not to miss alternative orders to SVO: even though they
are much rarer, they constitute a major feature, and their decrease represents a very important evolution
in the history of French. Table 4 reports the error rates for subject and object relations according to the
different word orders in both corpora

SRCMF GSD
Order sentences nsubj errs (%) obj errs (%) sentences nsubj errs (%) obj errs (%)

V 472 2.12 5.72 105 1.90 0.00
SV 424 4.25 1.65 895 0.78 1.67
VS 173 6.94 2.89 26 3.85 0.00
SVO 119 4.20 16.81 384 0.52 2.34
SOV 109 5.50 5.50 52 0.00 11.54
OVS 71 14.08 15.49 1 0.00 0.00
VO 250 4.80 8.00 13 0.00 0.00
Total 1618 4.80 5.93 1476 0.81 2.24

Table 4: Comparison between the error rates for the nsubj and obj relations in both corpora and in the
common word orders.

Table 4 shows that i) in both corpora the parser tends to be more high-performing for nsubj than for
obj, with exceptions for the SV, VS and V orders; ii) the parser always performs better on Modern French
than on Old French (except for obj in SV, but the difference is insignificant : 1,67 vs 1,65). We now turn
to a qualitative analysis of the errors that both corpora have in common: wrong nsubj in V, SV, VS and
SVO and wrong obj in SV, SVO and SOV.

4.1 Errors on subjects
V order in GSD expl:subj (PRO ce) are parsed as nsubj twice. In SRCMF, we find three main types of
errors: either a preverbal oblique is parsed as a nsubj, nsubj is wrongly attached to the root, or nsubj is
correctly attached to a wrong root.

2We restrict our study to nouns and pronouns, since clausal constituents obey different mechanics. Therefore, we leave csubj
and ccomp aside in this work.



SV order in GSD there are two main types of errors: in a complex NP a dependent element is labelled
as the head, i.e. as nsubj; nsubj is attached to a wrong root. In SRCMF, there are three types of errors:
most often, nsubj is wrongly labelled (as xcomp, root, obj, vocative, csubj, nmod) which results in the
absence of any nsubj; in a few cases, an element is wrongly labelled as a nsubj, which results in a double
nsubj; in another few cases, nsubj is attached to a wrong root.

VS order in GSD nsubj is wrongly labelled only once, as an xcomp while an apposition of an obl is
labelled as nsubj. In SRCMF, nsubj is wrongly labelled as an obj or an obl in half cases, but also as a root
or a case, or attached to a wrong root. In most cases this entails the absence of nsubj; an amod is once
wrongly labelled as an nsubj, which results in a double nsubj.

SVO order in GSD there are two errors: nsubj is labelled as flat (and flat as nsubj) or nsubj is attached
to a wrong root. In SRCMF, either nsubj is labelled as an obl or an obj or a root, or it is attached to a
wrong root.

SOV, OVS and VO orders nsubj are all correctly parsed in GSD. In SRCMF, in SOV and OVS, most
often nsubj is wrongly labelled as obj (which sometimes entails a double obj), obl, xcomp, disloc, ap-
position; sometimes it is attached to a wrong root; exceptionally an obj is labelled as a nsubj (leading
to a double nsubj). In VO, on the contrary, the most frequent error is the wrong labelling of a category
(mainly obj) as a nsubj (with cases of double nsubj).

4.2 Errors on objects
SV order in GSD, most errors consist in the wrong analysis as an obj of se (PRO), which is expected
to be an expl:pass. In other cases, an obl or xcomp is wrongly labelled as an obj. In SRCMF, a nsubj or
xcomp is wrongly labelled as an obj, or obj is attached to a wrong root.

SVO order in GSD most errors result from the analysis of obj as xcomp in existential contructions such
as “cette disparition reste une énigme” (“this disappearance remains a puzzle” (let it be noticed that the
analysis as obj is not uncontroversial, as one could have expected to find an obl instead). In a few cases obj
is wrongly parsed as obl. In SRCMF errors are far more diversified. Most often, obj is wrongly analysed
(obl, advmod, amod, advcl, root, nsubj, hence a double nsubj in an unexpected order SVS) ; in a few
cases, obj is wrongly attached.

SOV order in GSD, obj can only be a pronoun. Most errors result from the analysis of reflexive se as an
expl: pass instead of an obj, both analyses being actually acceptable. In SRCMF, we find nominal objects
(albeit rarely: “Li rois Tristran menace”). In some cases, obj (nominal or pronominal) is wrongly parsed
(obl or flat), or a category is wrongly parsed as an obj, in addition to the correct obj (hence a double obj).

V, VS, OVS and VO orders obj are all correctly parsed in GSD. In SRCMF errors in V and VS orders
necessarily involve a category being wrongly parsed as an obj. In V order, in most cases, an obl is wrongly
analysed as an obj in existential constructions (where the SRCMF scheme expects obl). In VS, most often
nsubj is wrongly parsed as an obj. In VO, most often obj is wrongly analysed (nsubj, obl, nmod, flat,
ccomp). It is rarely wrongly attached and the root is correct in most cases. The same holds true for OVS
(obj wrongly parsed as obl, advmod, iobj, root, nsubj, hence a double nsubj), though we also find one
nsubj parsed as obj, hence a double obj.

Finally, to summarise these analyses, we can note a few main trends:

• both treebanks display both types of errors for nsubj and obj: the absence of a correct label (recall)
and/or the presence of a wrong label (precision);

• in GSD a wrong label is never correlated to a wrong part-of-speech, whereas this is the case in 10 %
of cases (16/169) in SRCMF;

• not only are the scores better in GSD than in SRCMF, but the errors are usually of a different nature,
and less damaging: wrong parsing of obj is always at the benefit of a close category (obl, xcomp,



expl: pass), and this also holds true for nsubj (flat, appos, amod, expl:subj). Wrong attachments or
wrong roots are exceptional3. On the contrary, in SRCMF, wrong roots and wrong attachments are
not an exception4, and wrong parsing of nsubj and/or obj often results in distant categories, with
even possible inversions between nsubj and obj.

5 Influence of word order frequencies for parsing SRCMF

We now turn more specifically to SRCMF, in order to highlight a few correlations between frequencies
of word orders and performances of the parsing. Table 5 reports the error rates for the nsubj, obj and root
relations in all eleven attested combinations.

Prevalence Error rates (%)

Order sentences % root nsubj obj core any

V 472 25.02 2.75 2.12 5.72 9.32 40.04
SV 424 22.48 2.36 4.25 1.65 6.60 36.79
VS 173 9.17 2.89 6.94 2.89 8.67 36.42
SVO 119 6.30 4.20 4.20 16.81 16.81 51.26
SOV 109 5.77 0.92 5.50 5.50 7.34 42.20
OVS 71 3.76 1.41 14.08 15.59 19.72 53.52
OSV 17 0.90 0.00 5.88 0.00 5.88 47.06
VSO 23 1.21 0.00 0.00 30.43 30.43 69.57
VOS 7 0.37 14.29 14.29 0.00 28.57 71.43
VO 250 13.25 1.20 4.80 8.00 10.40 42.00
OV 221 11.71 0.00 2.71 6.79 6.79 44.80
Total 1888 2.12 4.34 6.30 9.54 41.74

Table 5: Comparison between the error rates for the root, nsubj and obj relations in SRCMF in all the
occurring word orders. The “core” column is the ratio of trees where are at least one relation among root,
nsubj and obj has an error.

From table 5, it appears that there is no significant correlation between word order frequency and parser
performances: the five most frequent orders (V > SV > VO > OV > VS) respectively rank as 6, 3, 7, 2
and 5 in terms of total error rate. On the contrary SOV and OSV, ranked respectively 7 and 10 in terms
of frequency, are respectively in position 4 and 1 position in terms correctness.

From a qualitative point of view, we may account for the high performance for SOV by the fact that obj
is most often a pronoun (le, la, les, …), with an unambiguous function (versus an NP, which can be obj
or nsubj), which probably reduces options and hence errors. For OSV, in most cases (14/17), either nsubj
or obj (or both) is a unambiguous pronoun. It should also be noticed that the verb is always a complex
one, hence a structure such as: obj aux nsubj verb.

Furthermore, orders with both nsubj and obj are the least frequent ones, and, globally, those show the
worst parsing performances, which can be accounted for by the higher complexity of the tree. On the
contrary, the high score of wrong parsing in VO is unexpected as i) VO is not infrequent (13.25 %, 3rd
position) and ii) obj is often wrongly parsed as an nsubj, with results in a VS order, less frequent (9.17 %).
Globally speaking, the highest rate of wrong parsing concerns obj (6.3 %), followed by nsubj (4.34 %)
then by root (2.12 %). However this hierarchy varies according to word orders, at least as concerns nsubj
and obj, since root always displays the lowest rate of errors (except in V order). Getting back to linguistic
concerns, we observe that 3 out of the 4 very rare (less than 5 %) word orders are very badly parsed, with
error rates over 20 %: OVS, VSO and VOS, which is of course more damaging for subsequent linguistic
studies than when it happens with more frequent orders.

3Wrong parsing of roots in general in the seven orders amounts to 0.54 %.
4Wrong parsing of roots in general in the seven orders amounts to 2.35 %.



6 Conclusion
Our results suggest that parsing Old French is indeed harder than contemporary French, at least in the
current state of existing treebanks (in terms of amount of text and heterogeneity). This is manifested both
in word-level metrics and in terms of exact match for major constituents. In term of exact match for all
words, our results favour Old French, but this metric is very likely to be influenced by the significantly
smaller sentence lengths. Qualitative analyses concur with this trend: parsing errors seem less severe in
general in GSD. Finally, rather surprisingly, while errors are not homogeneous among word orders, the
most common word orders are not necessarily those that are best dealt with, although the least common
word orders are those where there are the most errors.

These are provisional conclusions which deserve further investigations, especially in order to refine the
correlations between word orders and wrong parsing, be it as regards the types of errors or the factors
likely to be of influence. Orthogonally to these considerations, a broad study of the impact of treebank
sizes and sentence lengths on parsers’ behaviours could also be a useful complement of this work.

We reserve for future work transverse analyses with other facets such as time period and genre that
we have abstracted over in this work. Going forward, being able to narrow down the sources of errors
could help design parsers with better handling of rare phenomena, which would be crucial to support
fine-grained quantitative linguistic analyses.
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