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Abstract 

Deep learning methods are being applied 
to several speech processing problems in 
recent years. In the present work, we have 
explored different deep learning models 
for speech emotion recognition. We have 
employed normal deep feed-forward 
neural network (FFNN) and convolutional 
neural network (CNN) to classify audio 
files according to their emotional content. 
Comparative study indicates that CNN 
model outperforms FFNN in case of 
emotions as well as gender classification. 
It was observed that the sole audio based 
models can capture the emotions up to a 
certain limit. Thus, we attempted a multi-
modal framework by combining the 
benefits of the audio and text features and 
employed them into a recurrent encoder. 
Finally, the audio and text encoders are 
merged to provide the desired impact on 
various datasets. In addition, a database 
consists of emotional utterances of several 
words has also been developed as a part of 
this work. It contains same word in 
different emotional utterances. Though the 
size of the database is not that large but 
this database is ideally supposed to contain 
all the English words that exist in an 
English dictionary. 

1 Introduction 

Human Computer Interaction (HCI) researches 
the way we humans interact with a computer in 
order to improve the existing technologies. Thus, 
Automatic Speech Recognition (ASR) has been 
an active field of AI research aiming to generate 
machines that communicate with people via 
speech [1] [2]. In recent trends, simple text based 
chatbot systems are adding extra flavor of 

personalized experiences to their users through 
speech interactions. However, emotions always 
play the important roles in our interactions with 
people and computers. Fundamental publications 
of Rosalind Picard on affective computing 
increased the awareness in HCI community 
regarding important roles of emotion [3] [4] [5] 
[6]. Since then, researchers have also become 
increasingly aware of the importance of emotion 
in the design process [7]. 

Speech Emotion Recognition (SER) is 
mostly beneficial for commercial HCI 
applications, such as speech synthesis, customer 
service, education, forensics and medical 
analysis. Emotion recognition is used in call 
center for classifying calls according to emotions 
[8] and it serves as the performance parameter for 
conversational analysis [9], customer satisfaction 
and so on. SER is also used in automotive 
industry especially in car board system based on 
mental state of the driver to initiate his/her safety 
by preventing accidents to happen [10]. 

Affective computing and HCI research 
used to target in reducing user frustration, 
building tools to support development of socio-
emotional skills [11]. Without information about 
emotions, it is difficult to achieve a harmonic and 
natural man-machine interface for applications 
such as patient care, geriatric nursing, call 
centers, psychological consultation, and human 
communication [12]. Therefore, health care 
industry is becoming prominent because it 
leverages emotion recognition techniques to 
solve complex patient related problems.  

Speech is an information-rich signal that 
contains paralinguistic information as well as 
linguistic information. As a result of this, speech 
conveys more emotional information than text. 
This reality motivates many researchers to 
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consider speech signal as a quick, effective and 
natural process to identify interaction mysteries 
between computer and human. Although, there is 
a significant improvement in speech recognition 
but still researchers are away from natural 
interplay between computer and human, since 
computer is not capable of understanding human 
emotional state. The recognition of emotional 
speech aims to recognize the emotional condition 
of individual utterances by applying his/her voice 
automatically. Recognizing of emotional 
conditions in speech signals are so challenging 
area for several reasons. 

Majority of the speech emotional 
methods used to select the best features that are 
powerful enough to distinguish between different 
emotions. 

The presence of various languages, 
accents, sentences, speaking styles, speakers also 
adds another difficulty because these 
characteristics directly change most of the 
extracted features including pitch and energy 
[13]. 

Furthermore, it is possible to have a 
more than one specific emotion at a time in the 
same speech signal and each emotion may 
correlate with a different part of speech signals. 
Therefore, defining the boundaries between parts 
of emotion is very challenging task. 
In the present task with respect to speech emotion 
recognition, we have proposed two systems based 
on deep learning method to classify a speech 
signal according to its emotional content. 

1. The first model is based on simple 
deep Feed-Forward Neural Network (FFNN). As 
it is a very basic model, it was unable to 
recognize enough important features from speech 
signal to classify it accurately. The overall 
accuracy that we achieved from this system is 
only 40%. 

2. The second model is based on 
Convolutional Neural Network (CNN) model. 
Our main contribution lies in the way we applied 
the CNN model to our dataset. In several studies, 
it is observed that CNN have been used to 
classify speech emotion but the CNN model was 
applied on the spectrogram image which is a 
visual representation of the spectrum of 
frequencies of an audio signal. In contrast, we 
have applied our CNN model on the array of low-
level MFCC features, extracted from the 
spectrogram image of an audio signal. Due to this 

fact, we used 1- Dimensional Convolutional 
layers in our CNN and not 2-Dimensional ones, 
which are generally used on image data. The 
overall accuracy we achieved from this model is 
65%. 

Now apart from these two systems, we 
have also developed an emotional lexicon that 
contains utterances of words along with their 
emotional class. Moreover, the lexicon also 
contains the utterances of a particular word when 
belongs to one or more emotion categories (same 
word can belong to multiple categories of 
emotion).  
Finally, we introduce a deep recurrent encoder 
model that exploits text data and audio signals 
both simultaneously to obtain a better 
understanding of the emotional aspects in speech 
signals. In real world, a multi-modal dialogue 
system is composed of sound and spoken content. 
This actually motivated us to build a system 
which can encode the information from audio and 
text sequences and then can combine the 
information from these sources to predict the 
emotion class. Our system reported accuracies 
ranging from 62.7% to 70.8% when it was 
applied to the IEMOCAP dataset. 

The rest of the paper is organized as follows. 
Section 2 describes the related attempts carried 
out under speech emotion recognition. The 
details on two types of emotional speech datasets 
along with two different models for speech 
emotion classification are discussed in Section 3. 
Section 4 describes a deep learning based multi-
modal framework that takes into account the 
roles of speech and text in order to develop an 
improved system. Experiments and associated 
results with respect to all the models and 
framework are explained in Section 5. Finally, 
Section 6 briefs the process of developing speech 
emotion lexicon as an outcome whereas the 
concluding remarks are made in Section 7. 

2 Related Work 

If we observe a comprehensive review of speech 
emotion recognition systems targeting pattern 
recognition researchers who do not necessarily 
have a deep background in speech analysis, we 
notice three main aspects of this research field: 
(1) important design criteria of emotional speech 
corpora, (2) impact of speech features on the 
classification performance of SER and (3) 
classification systems employed in SER.  
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L. Chen et al. [15] used multi-level SVM 
classifier and ANN to reduce dimensionality by 
employing several parmeters (e.g., energy, ZCR, 
pitch, SC,  spectrum cut-off frequency, 
correlation density (Cd), fractal dimension, MFF 
etc.) and obtained 86.5%,  68.5% and 50.2% 
recognition rates at different levels on Beihang 
University Database of Emotional Speech 
(BHUDES). Similarly, the authors in [16] used 
binary classifier and QDC with prosodic and 
contour features to obtain 75.8% rate of 
recognition on SEMAINE functional data. In 
recent trends, H. Cao et al. [14] used SVM with 
prosodic and spectral features and obtained 
44.4% recognition rate on Berlin & LDC & FAU 
Aibo dataset.  

In addition to the above mentioned works, in 
[17], a novel Modulation Spectral Features 
(MSFs) for the recognition of human emotions in 
speech is presented. An auditory-inspired ST 
representation is acquired by deploying an 
auditory filter bank as well as a modulation filter 
bank, to perform spectral decomposition in the 
conventional acoustic frequency domain and in 
the modulation frequency domain, respectively 

This authors in [18] focused on the data pre-
processing techniques which aim to extract the 
most effective acoustic features to improve the 
performance of the emotion recognition. The 
technique can be applied on a small sized data 
set with a high number of features. The 
presented algorithm integrates the advantages 
from a decision tree method and the random 
forest ensemble. Experiment results on a series 
of Chinese emotional speech data sets indicate 
that the presented algorithm can achieve 
improved results on emotional recognition, and 
outperform the commonly used Principle 
Component Analysis (PCA) / Multi-Dimensional 
Scaling (MDS) methods, and the more recently 
developed ISO-Map dimensionality reduction 
method. 

In [19], a fusion-based approach to emotion 
recognition of affective speech using multiple 
classifiers with acoustic-prosodic information 
(AP) and semantic labels (SLs) is presented. The 
acoustic-prosodic information was adopted for 
emotion recognition using multiple classifiers 
and the MDT was used to select an appropriate 
classifier to output the recognition confidence.  
It is observed that all the above mentioned 
approaches are either tried to deal with signals, 
acoustic features or to use machine learning 
classifiers and feature reduction techniques to 
improve the performance of SER. In contrast, 

our proposed method is based on deep learning 
and applied on three different datasets to show 
the effectiveness. In addition, the multi-modal 
framework deals with both the texts and speech 
together to capture the insights under the deep 
learning umbrella. The development of speech 
emotion lexicon directs us the utilization of the 
proposed models. 

3 Speech Emotion Recognition 

A single word can be associated with multiple 
emotions [20]. Based on this hypothesis, we have 
built our emotion classifier and chosen datasets 
carefully. Although there are several other 
modalities such as facial expression, body 
language, through which emotions can be 
expressed but we limited our present study to 
speech modality only. Speech emotion corpora 
that were prepared by actors have been used in the 
current study because the emotions expressed 
with exaggeration potentially compensate the lack 
of information provided by other modalities. This 
also allows us to explore the effectiveness of deep 
learning models with greater control compared 
with daily-life utterances. However, we limited 
our model to classify emotions for ‘English’ 
language only. 

 
3.1   Speech Emotion Corpora 
 
SAVEE: British English Database: The Surrey 
Audio-Visual Expressed Emotion (SAVEE) 
database was recorded from four native English 
male speakers (identified as DC, JE, JK and KL), 
postgraduate students and researchers at the 
University of Surrey aged from 27 to 31 years. 
Emotion has been described psychologically in 
discrete categories: anger, disgust, fear, happiness, 
sadness and surprise [21]. This is supported by the 
cross-cultural studies of Ekman [22] and studies 
of automatic emotion recognition tended to focus 
on recognizing these [23]. We added the class 
neutral to provide recordings of 7 emotion 
categories. The text material consisted of 15 
sentences per emotion: 3 common among all 
emotions, 2 emotion-specific and 10 generic 
sentences that were different for each emotion and 
phonetically-balanced. The sampling rate of all 
recordings was 44.1 kHz. The 3 common and 2 × 
6 = 12 emotion-specific sentences were recorded 
as neutral to give 30 neutral sentences. This 
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resulted in a total of 120 utterances per speaker, 
for example:  

Common: She had your dark suit in greasy 
wash water all year. 

Anger: Who authorized the unlimited expense 
account? 

Disgust: Please take this dirty table cloth to the 
cleaners for me. 

Fear: Call an ambulance for medical 
assistance. 

Happiness: Those musicians harmonize 
marvelously. 

Sadness: The prospect of cutting back spending 
is an unpleasant one for any governor. 

Surprise: The carpet cleaners shampooed our 
oriental rug. 

Neutral: The best way to learn is to solve extra 
problems. 

 
RAVDESS: Emotional Speech and Song 

Database: The corpus, Ryerson Audio-Visual 
Database of Emotional Speech and Song 
(RAVDESS) [24] contains 7356 files (total size: 
24.8 GB). The database contains 24 professional 
actors (12 male, 12 female), vocalizing two 
lexically-matched statements in a neutral North 
American accent. Speech includes calm, happy, 
sad, angry, fearful, surprise and disgust 
expressions whereas song contains calm, happy, 
sad, angry and fearful emotions. The statements 
are “Kids are talking by the door” and “Dogs are 
sitting by the door”. Each expression is produced 
at two levels of emotional intensity (normal and 
strong) with an additional neutral expression. All 
conditions are available in three modality formats: 
Audio-only (16bit, 48kHz .wav), Audio-Video 
(720p H.264, AAC 48kHz, .mp4), and Video-only 
(no sound). We used only the audio modality as 
our focus was on the recognition of emotion from 
speech. Speech file (size 215 MB) contains 1440 
files: 60 trials per actor x 24 actors = 1440. 

 
3.2   Data Cleaning and Pre-processing  
 
In order to have a consistent sampling rate across 
all databases, all utterances were resampled and 
filtered by an antialiasing FIR low pass filter to 
have frequency rate of 44.1 kHz prior to any 
processing. All audio utterances were then 
converted into spectrograms. A spectrogram is an 
image that displays the variation of energy at 
different frequencies across time. There are two 

general types of spectrograms: wide-band and 
narrow-band spectrograms. Wide-band 
spectrograms have higher time resolution than 
narrow-band spectrograms. This property enables 
the wide-band spectrograms to show individual 
glottal pulses. In contrast, narrow-band 
spectrograms have higher frequency resolution 
than wide-band spectrograms. This feature 
enables the narrow-band spectrograms to resolve 
individual harmonics. Considering the importance 
of vocal fold vibration, along with the fact that 
glottal pulse is associated with one period of vocal 
fold vibration, we decided to convert all 
utterances into wide-band spectrograms. 

 
3.3 Model 1: Feed Forward Neural 
Network (FFNN) 
 
Deep feed-forward neural network constitutes 
several layers of hidden neurons, where each 
neuron is connected to every neuron in its 
previous layer. The first layer is called input layer. 
For our study, the input layer consists of 216 
MFCC features extracted from the audio data and 
the batch size has been set to 16. Thus, the 
dimension of our input data is (16 X 216). We 
employed three hidden layers in our architecture 
as depicted in Figure 1. The number of neurons in 
the first, second and third hidden layer are 256, 
512 and 256, respectively. We have used the 
Rectified Linear Unit (ReLU) activation function 
in all of the three hidden layers to achieve non-
linearity. Only in the output layer, softmax 
activation function is used as it gives the 
probability distribution across 10 output classes. 
As the problem is a classification problem, we 
have used the cross-entropy loss. Adam optimizer 
is also employed to minimize the loss function 
across the training data. We have also employed a 
dropout rate of 20% after every hidden layer. The 
dropout layers are employed to reduce the over-
fitting problem. 
 
 
 
 
 
 
 
 
 

Figure 1: Baseline architecture of FFNN 



5
 

3.4 Model 2: Convolutional Neural Network 
(CNN) 
We have applied Convolutional Neural Network 
algorithm on audio data. As the data is of one-
dimensional, we cannot use the conventional 
CNN architecture used for image data in general. 
As a result, we used 1-D convolutional layers 
instead of the most popular 2-D convolutional 
layers. All other layers like max-pooling and 
dense layers are used as it is. The convolutional 
neural network (CNN) architecture that has been 
implemented in the current study constitutes two 
convolutional layers and two fully connected 
layer, also known as dense layers. Among the two 
dense layers, the first one has 128 hidden neurons 
and the second one has 256 hidden neurons. For 
the current study, we tried to classify each audio 
file to a particular emotion class among 5 emotion 
classes and also to classify the gender of the 
voice. Thus, we have 10 (5 emotions X 2 genders) 
output classes. As a result we added 10 softmax 
units in our last (output) layer to estimate the 
probability distribution of the classes.  

In our architecture, every convolutional layer 
is followed by a max-pooling layer. Each of the 
first and second convolutional layers is followed 
by a 1-D max-pooling layer with max-pooling 
window size of 7 and 4, respectively. The number 
of kernels (filters) is set to 64 and 128 for the first 
and second convolutional layers, respectively. The 
sizes of the kernels that have been applied to the 
first and second convolutional layers are 5 and 3, 
respectively. Batch size of 16 is applied 
throughout the training process. Rectified Linear 
Units (ReLU) were used in convolutional layers 
and fully connected layers, except in the last 
dense layer, as activation functions to introduce 
non-linearity to the model. Similar to Model 1, as 
the problem is a classification problem, we have 
used the cross-entropy loss and adam optimizer. 
The number of epochs is set to 100. The training 
procedure for this study was performed entirely 
on a CPU-based system, no GPU has been used 
for conducting any part of the training process. 
We have also used dropout and flatten function. 
Flatten function is used whenever we needed to 
reduce the dimension of the data which was 
output by a layer in the network whereas dropout 
layer is used to reduce the over-fitting issue 
during training process. Dropout layers reduce 
over-fitting by dropping out or ignoring some of 
the neurons. We have used two dropout layers in 

our network architecture with each of them 
residing right after each of the two dense layers. A 
dropout rate of 20% has been used in both of the 
two cases. Figure 2 gives a detailed overview of 
the network with the input and output dimensions 
of data in each of the layer in the network. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Baseline architecture of CNN. 

4 Multi-Modal Analysis 

Recently, we agree that the deep learning 
algorithms have successfully addressed problems 
in various fields, such as image classification, 
machine translation, speech recognition, text-to-
speech generation and other machine learning 
related areas [30] [31] [32]. Similarly, substantial 
improvements in performance have been obtained 
when deep learning algorithms have been applied 
to statistical speech processing [28]. Even though 
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various types of deep learning methods have been 
applied, this problem is still considered to be 
challenging for several reasons; first, the scarcity 
of emotion tagged data for training deep neural 
models and second, the characteristics of 
emotions must be learned from low-level speech 
signals. However, feature-based models display 
limited skills when applied to this problem. 
 

 
 
Figure 3: Multi-modal architecture of Audio (non-
Linguistic) and Text (linguistic) models for speech emotion 
classification 

In order to overcome these limitations, we have 
developed a model (as shown in Figure 3) that 
uses high-level text transcription, as well as low-
level audio signals, to utilize the information 
contained within low-resource datasets to a 
greater degree. The emotional content of speech is 
clearly indicated by the emotion words contained 
in a sentence [29], such as “lovely” and 
“fantastic,” which carry strong emotions 
compared to generic (non-emotion) words, such 
as “person” and “day.” Thus, we hypothesize that 
the speech emotion recognition model will be 
benefit from the incorporation of high-level 
textual input with the low-level audio features. 
Moreover, this multimodal approach encodes both 
audio and textual information simultaneously via 
a dual recurrent encoder. 

 
4.1   Audio-Only Encoder (AoE) 
 
We have built an Audio-only Encoder (AoE) to 
predict the emotional class of a given audio signal 
based on only audio features. Once Mel-
frequency cepstral coefficients (MFCCs) features 
have been extracted from an audio signal, a subset 
of the sequential features is fed into the recurrent 
neural networks (RNN), which is composed of 
gated recurrent units (GRUs), which in turn leads 
to the formation of the network’s internal hidden 

state ht to model the time series pattern. The 
updates of the hidden state is performed with the 
input data xt and the hidden state output of the 
previous time step ht-1, which is basically the main 
working principle of a recurrent neural network. 
The present time hidden state ht can be 
mathematically modeled as following: 

ht = fw (ht-1, xt),                               (1) 

where fw is a function which imitates the 
function of an RNN with weight parameter w, ht 
represents the hidden state at tth time step, and xt 
represents the tth MFCC features in x ={x1: ta }. 
After encoding the audio signal x with the RNN, 
the last hidden state of the RNN, hta, is 
considered to be the representative vector that 
contains all of the sequential audio data. In this 
model, we have also incorporated the prosody 
features of an audio signal. The prosody of an 
audio signal is characterized by the inherent 
pattern of stress and intonation in a language. 
We have incorporated this characteristic in order 
to better classify the emotional content in an 
audio signal.  

However, in order to implement, we 
have developed a prosodic feature vector, p, 
which models the prosody of audio files. Then, 
we have concatenated the last hidden state 
vector, hta, with the prosodic feature vector, p, in 
order to generate more informative vector 
representation of the audio signal. We denote 
this more informative vector as e, where e = 
concat{hta, p}. The MFCC and the prosodic 
features are extracted from the audio signal using 
the openSMILE toolkit [26] and xt has 39 and p 
has 35 MFCC features. 

Finally, the emotion class is predicted by 
applying the softmax function to the vector e. For 
a given audio sample i, we assume that yi is the 
true label vector, which contains all zeros but 
contains a one at the correct class, and ࢏࢟ᇱ is the 
predicted probability distribution from the 
softmax layer. The training objective then takes 
the following form:  

ᇱ࢏࢟  = ࡹࢀࢋ +  (2)                  ࢈ 

߲ = .ෑ݃݋݈− 
ே

௜ୀଵ

෍ݕ௜,௖

஼

௖ୀଵ

݃݋݈ ᇱࢉ,࢏࢟)  ) 
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where, e is the calculated representative vector of 
the audio signal with dimensionality e ∈ Rd . The 
M ∈ Rd x C and the bias b are learned model 
parameters, C is the total number of classes, and 
N is the total number of samples used in training. 

4.2   Text-Only Encoder (ToE) 
 
Apart from the audio, we tried to use the textual 
information as another modality in predicting the 
emotion class of a given signal. To use textual 
information, the speech transcripts are tokenized 
and indexed into a sequence of tokens using the 
Natural Language Toolkit (NLTK) [27]. Each 
token is then passed through a word embedding 
layer that converts a word index to a 
corresponding 300-dimensional vector that 
contains additional contextual meaning between 
words. The sequence of embedded tokens is fed 
into a Text-only Encoder (ToE) in such a way that 
the audio MFCC features are encoded using the 
AoE represented by equation 1. In this case, xt is 
the tth embedded token from the text input. 
Finally, the emotion class is predicted from the 
last hidden state of the text-RNN using the 
softmax function. We use here the same training 
objective as we adopted for the AoE model, and 
the predicted probability distribution for the target 
class is as follows: 

ᇱ࢏࢟  = ࢚࢙ࢇ࢒ࢎ) ݔܽ݉ݐ݂݋ݏ
ࡹࢀ +  (3)                   ( ࢈ 

where  hlast is the last hidden state of the text-
RNN, hlast ∈ Rd, and M ∈ Rd x C and the bias b 
are learned model parameters. The lower part of 
Figure 3 and Figure 4 indicates the architecture 
of the ToE model.  

4.3 Merged Recurrent Encoder (MRE) 
  

In order to obtain the benefits from both the 
audio and text modes, we present an architecture 
called the merged recurrent encoder (MRE) to 
overcome the limitations of existing approaches. 
In this study, we consider multiple modalities, 
such as MFCC features, prosodic features and 
transcripts, which contain sequential audio 
information, statistical audio information and 
textual information, respectively. These types of 
data are the same as those used in the AoE and 
ToE cases.  

However, the MRE model employs two 
RNNs to encode data from the audio signal and 

textual inputs, independently. The audio-RNN 
encodes MFCC features from the audio signal 
using equation 1. The last hidden state of the 
audio-RNN is concatenated with the prosodic 
features to form the final vector representation e, 
and this vector is then passed through a fully 
connected neural network layer to form the audio 
encoding vector A. On the other hand, the text-
RNN encodes the word sequence of the 
transcript using equation 1. The final hidden 
states of the text-RNN are also passed through 
another fully connected neural network layer to 
form a textual encoding vector T. Finally, the 
emotion class is predicted by applying the 
softmax function to the concatenation of the 
vectors A and T. We use the same training 
objective as the AoE model, and the predicted 
probability distribution for the target class is as 
follows: 

A = gɵ(e) , T = g′ɵ(hlast) 

ᇱ࢏࢟  = ࡹࢀ(ࢀ,࡭) ݐܽܿ݊݋ܿ) ݔܽ݉ݐ݂݋ݏ +  (4)       ( ࢈ 

where gɵ , g′ɵ is the feed-forward neural 
network with weight parameter θ, and A, T are 
final encoding vectors from the audio-RNN and 
text-RNN, respectively. M ∈ Rd x C and the bias b 
are learned model parameters. 
 

 
 

 
 

 
 
Figure 4: Merged Recurrent Encoder. (The upper part 

shows AoE, which encodes audio signals and the lower part 
shows ToE, which encodes textual information). 
.   
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Dataset: We evaluated our multi-modal model on 
the Interactive Emotional Dyadic Motion Capture 
(IEMOCAP) [34] dataset. This dataset was 
collected theatrical theory in order to simulate 
natural dyadic interactions between actors. We use 
categorical evaluations with majority agreement. 
We use only four emotional categories viz. happy, 
sad, angry, and neutral to compare the 
performance of our model with other research 
using the same categories. The IEMOCAP dataset 
includes five sessions, and each session contains 
utterances from two speakers (one male and one 
female). This data collection process resulted in 
10 unique speakers. For consistent comparison 
with previous work, we merge the excitement 
dataset with the happiness dataset. The final 
dataset contains a total of 5531 utterances (1636 
happy, 1084 sad, 1103 angry and 1708 neutral). 
 
Feature Extraction: In order to extract speech 
information from audio signals, we use MFCC 
values, which are widely used in analyzing audio 
signals. The MFCC feature set contains a total of 
39 features, which include 12 MFCC parameters 
(1-12) from the 26 Melfrequency bands and log-
energy parameters, 13 delta and 13 acceleration 
coefficients. The frame size is set to 25 ms at a 
rate of 10 ms with the Hamming function. 
According to the length of each wave file, the 
sequential step of the MFCC features is varied. To 
extract additional information from the data, we 
also use prosodic features, which show 
effectiveness in affective computing. The prosodic 
features are composed of 35 features, which 
include the F0 frequency, the voicing probability, 
and the loudness contours. All of these MFCC and 
prosodic features are extracted from the data 
using the OpenSMILE toolkit [26]. 
 
Setup Details: Among the variants of the RNN 
function, we use GRUs as they yield comparable 
performance to that of the LSTM and include a 
smaller number of weight parameters [28]. We 
use a max encoder step of 750 for the audio input, 
based on the implementation choices presented in 
[33] and 128 for the text input because it covers 
the maximum length of the transcripts. The 
vocabulary size of the dataset is 3,747, including 
the “_UNK_” token, which represents unknown 
words, and the “_PAD_” token, which is used to 
indicate padding information added while 

preparing mini-batch data. The number of hidden 
units and the number of layers in the RNN for 
each model (AoE, ToE, MRE) are selected based 
on extensive hyper-parameter tuning. 

5 Experiments & Results 

This section discusses the experiments 
performed in this study to classify emotion class 
and gender of the input audio data using the 
FFNN and CNN based deep learning models as 
described in the above sections. In order to have 
a comparative discussion, we restricted ourselves 
to 100 epochs for both the models.  

The datasets used to train both of these 
networks already have been discussed in the 
Section 3.1. We encourage the readers to consult 
that section to have a detailed idea about the 
datasets. We have merged the audio files from 
the two datasets, SAVEE and RAVDESS, to 
produce the raw data. There are approximately 
1900 audio files after merging. However, we 
were not able to use all the audio files to train 
our networks as the emotion classes of the two 
datasets were not identical. The emotion classes 
reported in SAVEE database are anger, disgust, 
fear, happiness, sadness, surprise and neutral 
whereas the emotion classes in RAVDESS 
database are neutral, calm, happy, sad, angry, 
fearful, disgust and surprised. 

As we know neutral emotion does not 
specifically portray any emotion specific feature, 
we discarded all the sentences belong to neutral 
class from our raw dataset. Furthermore, we 
considered only 5 main classes of emotions 
namely, calm, happiness, sadness, fear and 
anger. As a result, we have approximately 1200 
sentences in our raw database. In case of training 
and testing our models, we need to split our raw 
dataset, which is described in the previous 
section, to form the training and test data. We 
have taken approximately 80% of the raw dataset 
as training and the remaining 20% as test data to 
evaluate our models. The performances of the 
neural network models on this training and test 
set have been demonstrated in the following 
sections. 
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5.1   Results of FNNN Model 
 
The performance of the deep Feed Forward 
Neural Network is measured in terms of training 
vs. test accuracy graph, training vs. test loss 
graph and two confusion matrices, one for 
emotion classification and another for gender 
classification. 
 

 
 
 
 
 
 

Figure 5: Training vs. Test Loss and Training vs. Test 
Accuracy graph for FFNN model. 

It is very much clear from the above graphs in 
Figure 5 that the model did not perform very 
well; in fact it is very clear that over-fitting 
happened in this case. In order to investigate the 
reasons, we reported the confusion matrices. 
Figure 6 represents the overall confusion matrix 
for FFNN model.  

 

 

 

 

 

 

 

 
Figure 6: Confusion matrix for Emotion and Gender 
classification using FFNN  

If we analyze the confusion matrix, we can 
conclude that the overall performance of the 
FFNN model is not good. We can see in the 
confusion matrix that male_fearful, male_happy, 
male_sad have been misclassified as 
male_angry. In addition, a considerable amount 
of female_sad and male_sad labels have been 
misclassified as female_happy and male_fearful, 
respectively. Overall, the accuracy achieved by 
this model is 40.82%. Figure 7 represents the 
confusion matrix only for gender labels that is 
male and female. The classification performed 

by this model for gender labels is far better than 
overall classification.  

 
 
 
 
 
 
 

Figure 7: Confusion matrix for Gender classification (Only) 
using FFNN model. 

 
5.2    Results of CNN Model 

 
Unlike the FFNN model, CNN model did not 
suffer from over-fitting as can be seen in Figure 8. 
On the other hand, Figure 9 and Figure 10 
represent the confusion matrices for overall 
classification and gender classification, 
respectively. If we analyze the confusion matrix 
for the overall classification, it surely outperforms 
our FFNN model as the misclassification rate is 
much lower in the case of CNN. Misclassification 
of female_fearful as female_sad is the only 
noticeable misclassification that happened in the 
whole confusion matrix. The accuracy for the 
overall classification is approximately 68.38%. 
This accuracy was achieved by running the 
training algorithm for 2000 epochs 
 
 
 
 
 
 
 
 
Figure 8: Training vs. Test Loss and Training vs. Test 
Accuracy graph for CNN model 
 
 
 
 
 
 
 
 
 
 
 
Figure 9: Confusion matrix for Emotion and Gender 
classification using CNN. 
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Figure 10: Confusion matrix for Gender classification using 
CNN model. 

5.3    Results of Multi-Modal Model 
 
The MRE model combines the benefits of AoE 
and ToE models and it receives approval if we see 
the curves of loss as well as accuracies over 
training and validation set, respectively. 
Moreover, the performances of individual models 
justify the multi-modal effects when used in 
combination. Table 1 shows the accuracies of 
various models. 
 

 
 

 
 
Figure 11: Loss and accuracy curves for AoE model with 
(8:0.5:1.5) splitting into training, development and test data 

 

 

 
 
Figure 12: Loss and accuracy curves for ToE model with 
(8:0.5:1.5) splitting into training, development and test data 
 
 

Model  
 

Accuracy  
on Validation Set 

Accuracy 
on Test Set 

Model 1 (FFNN)  43.02%  40.82% 
Model 2 (CNN)  64%-68.38%  52%-54.32% 
Model 3.1 (AoE)  59.42%  59.5% 
Model 3.2 (ToE)  63.58%  67.27% 
Model 3.3 (MRE)  74.12%  74.64% 

Table 1: Comparative analysis of accuracies of the various 
models on validation and test sets of IEMOCAP data. 

 
Figure 13: Loss and accuracy curves for MRE model with 
(8:0.5:1.5) splitting into training, development and test data 

5.4   Error Analysis 
 

We analyze the predictions of the AoE, ToE, and 
MRE models. Figure 14 shows the confusion 
matrix of each model. The ARE model (as 
shown in Figure 14(a)) incorrectly classifies 
most instances of happy as neutral (43.51%); 
thus, it shows reduced accuracy (35.15%) in 
predicting the happy class. Overall, most of the 
emotion classes are frequently confused with the 
neutral class. This observation is in line with the 
findings of [25], who noted that the neutral class 
is located in the center of the activation-valence 
space, complicating its discrimination from the 
other classes.  

Interestingly, the ToE model (as shown in 
Figure 14(b)) shows gains in predicting the 
happy class when compared to the AoE model 
(35.15% to 75.73%). This result seems plausible 
because the model can benefit from the 
differences among the distributions of words in 
happy and neutral expressions, which gives 
more emotional information to the model than 
that of the audio signal data. On the other hand, 
it is unexpected that the ToE model incorrectly 
predicts instances of the sad class as the happy 
class 16.20% of the time, even though these 
emotional states are being present at oppose to 
one another.  

The MRE model (as shown in Figure 14(c)) 
compensates for the weaknesses of the previous 
two models (AoE and ToE) and benefits from 
their strengths to a surprising degree. The values 
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arranged along the diagonal axis show that all of 
the accuracies of the correctly predicted class 
have increased. Furthermore, the occurrence of 
the incorrect “sad-to-happy” cases in the ToE 
model is reduced from 16.20% to 9.15%. 

 

 
Figure 14: Confusion matrices of AoE, ToE and MRE 
models 

6 Speech Emotion Lexicon  

Not only the classification of speeches into 
different emotion categories, but one of our partial 
objectives was also to explore the possibility of 
generating a speech emotional database consisting 
of emotional utterances also. Therefore, we have 
developed a speech emotion lexicon containing 
utterances of different emotional categories. 
However, it is difficult to simultaneously generate 
both male and female voices in a text-to-speech 
system and thus, we limited ourselves to 
synthesize only ‘male’ voice in this present 
attempt.  For this very reason, we selected our 
dataset with only male speakers 
 
6.1   Pre-Processing 
 
All audio i.e. our WAV files were resampled and 
filtered by an antialiasing FIR low pass filter to 
have frequency rate of 44.1 kHz prior to any 
processing. Silences and non-voiced parts at the 
start and the end have been removed from the 
files. The next step of developing the speech 
lexicon is to classify the emotion of each of the 
WAV files employing the best classifier. 
 
6.2   Transcript Generation 
 
To make our model robust, we made sure that we 
can build the lexicon from the WAV files which 
do not have any transcript associated with it. We 
made use of IBM Speech to Text API 1 service to 
obtain the transcript of a given WAV file. 
 

                                                        
1 https://cloud.ibm.com/apidocs/speech-to-text 

6.3   POS Tagging and Word Segmentation 
 
At this stage, we tag the words based on their 
part of speech and also segment the words of the 
audio using the transcript generated by the Text-
to-Speech service. At first, Parts of Speech 
(POS) tagging of all the segmented words has 
been performed and we discarded the proper 
nouns (names, places etc.) as it conveys very 
little emotional features than adjectives or 
adverbs etc. 

After this, we segment the words based on 
their start and end time in the audio files. We get 
the start and times of all the words from the 
results obtained from Text-to-Speech service 
described in the previous sections. Finally, we use 
this information to extract the words using 
Pydub2, a Python library for audio processing. 
 
6.4   Emotion Word Lexicon 

 
The first column of the lexicon represents the 
words that have been spoken and second column 
represents the gender and third column 
represents the emotion in which the 
corresponding word has been spoken. The last 
column represents the location of the WAV file 
containing the utterance of the corresponding 
word in the specified emotion. We have also 
grouped same words spoken in different 
emotions. Presently, the lexicon contains only 
1K words in 5 different emotion categories. 
Three native speakers have evaluated the 
emotional utterances and an agreement score of 
pair wise kappa k=0.92 was found. The minute 
disagreement was happened due to the 
segmentation and such words have been 
discarded from the lexicon. 

7 Conclusions 

In the present task, two classification models 
based on deep neural network, one using normal 
Feed-forward Neural Network (FFNN) and 
another using Convolutional Neural Network 
(CNN) architecture has been implemented and 
also a comparative study between these two 
models has been reported. Among the two 
models it has been shown that CNN model 
outperformed the FFNN model. The models 
have been developed from a training set which 

                                                        
2 https://pydub.com/ 
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consists of only English language. It will be an 
interesting study to apply other languages to 
train the model and compare the performances 
for the same.  

In addition to that, we have implemented 
a multi-modal version of the deep neural model 
using Recurrent Neural Network, in order to 
improve the classifier system. We have used 
features of both audio and text and merged them 
into a single framework to investigate the 
effectiveness of the system. It is observed that 
the performance of the multi-modal system is far 
better that the FFNN or CNN based system in 
classifying emotions. 

As we have mentioned earlier that we 
have developed a database which contains 
emotional utterances. However, the size of the 
database is not very large, we had a limited 
number of test samples and hence it affected the 
development of the proposed database. 
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