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Abstract
This paper describes the participation of the
UoB-NLP team in the ProfNER-ST shared
subtask 7a. The task was aimed at detect-
ing the mention of professions in social me-
dia text. Our team experimented with two
methods of improving the performance of pre-
trained models: Specifically, we experimented
with data augmentation through translation
and the merging of multiple language inputs to
meet the objective of the task. While the best
performing model on the test data consisted
of mBERT fine-tuned on augmented data us-
ing back-translation, the improvement is mi-
nor possibly because multi-lingual pre-trained
models such as mBERT already have access to
the kind of information provided through back-
translation and bilingual data.

1 Introduction and Motivation

The increase of user-generated content online
has allowed researchers to extract information
for studies on a variety of subjects, namely
tracking infectious diseases and promoting pub-
lic health (Wakamiya et al., 2018; Fine et al.,
2020). Consequently the emergence of COVID-
19 has resulted in a rapid increase of information
related to the virus on social media platforms (Zhao
et al., 2020). ProfNER, a task under Social Media
Mining for Health Applications (SMM4H) work-
shop (Magge et al., 2021), requires the identifi-
cation of occupations that might be particularly
affected, either mentally or physically, by the ex-
posure to COVID-19. The task organisers give
participants tweets in Spanish and English. The
English tweets were translated by means of a ma-
chine translation system. Of the tweets provided,
24% contain a mention of an occupation (Miranda-
Escalada et al., 2021).

Classifiers are dependent on the size and qual-
ity of the training data (Wei and Zou, 2020), and

are sensitive to class imbalance. We hypothesise
that increasing the number of examples in the posi-
tive class using data augmentation techniques will
successfully increase the performance of trained
models. This work describes the training of four
classifiers using pre-trained BERT models to detect
the mention of occupations in tweets. In addition
to training two baseline models, BERT-Base and
mBERT, we train one model on augmented textual
data, mBERT-Aug, and another model on bilingual
data. We compare these models to each other and
to fine-tuned pre-trained BERT models, described
in Section 3.2. The small increase in F1 scores over
the baselines, which is inconsistent across our val-
idation and test experiments leads us to conclude
that back-translation and bilingual data input are
ineffective as methods of addressing class imbal-
ance in pre-trained models, especially multi-lingual
models (See Section 4). Our models were trained
using the data provided by the task organisers for
subtask 7a. Results are discussed in Section 4.

2 Related Work

Augmenting textual data is challenging because it
can introduce label noise and must be done before
training a model (Shleifer, 2019). Among tech-
niques developed for text augmentation is synonym
replacement, random insertion, swap and deletion,
as presented by Wei and Zou (2020). Shleifer
(2019) uses back-translation, to translate the data
in a second language and then back to the source
language. They train their model on a binary clas-
sification task in a setting where low amounts of
labelled data are available. Work continues to be
done in back-translation for classification, as there
is little research otherwise (Shleifer, 2019). In this
work, we use back-translation as a tool for aug-
menting the text data for the positive class. This
work contributes to the field of generating synthetic
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data for text classification. Others have tried to add
features to models to increase performance (Whang
and Vosoughi, 2020; Lu et al., 2020), we attempt
to bring together representations in different lan-
guages so as to maximise the information available
to the models.

3 System Overview and Experimental
Set-Up

This section describes our experimental design.
The code, models, and hyper-parameters are avail-
able on our team’s GitHub repository for the task 1.

3.1 Preprocessing

Punctuation, hashtags, twitter handles, emojis and
URL’s were all removed from the English and Span-
ish tweets. Tweets were tokenised using the Hug-
ging Face Transformers library (Wolf et al., 2020).

3.2 Model Architecture

We trained four classifiers: mBERT-base, BERT-
base, mBERT-Aug, and bilingual models. We
utilised pre-trained mBERT-base and BERT-base
to conduct our experiments (Devlin et al., 2019)
using both the Spanish and English training data.

Our team fine-tuned mBERT and BERT-base to
use as a baseline for our experiments. We fine-
tuned both models with the 6,000 train tweets pro-
vided by the task organisers; mBERT was trained
on Spanish tweets and BERT-base on English
tweets. Our augmented data model is mBERT-Aug,
which we trained on 6,000 Spanish tweets, and an
additional 1,393 back-translated tweets. The addi-
tional tweets consist of the English data belonging
to the positive class, which were translated back
into Spanish using Google Translate API. We also
train a bilingual model, by concatenating the out-
put of the two transformer models. We trained this
model on both the Spanish and English tweets.

4 Results and Discussion

The bilingual model obtains the best results on
the validation data, while mBERT-Aug is the best
scoring model on the test data, with a F-1 score of
0.83. Table 1 and Table 2 summarise the results.

We perform experiments after the evaluation pe-
riod to obtain results on the test data for BERT-base
and the bilingual model. We do this to compare
the results of all models on the test data. We find

1https://github.com/francesita/
ProfnerTask7a

Model Precision Recall F-1
mBERT 0.8407 0.9347 0.89
BERT-Base 0.8763 0.8875 0.88
mBert-Aug 0.8826 0.8734 0.88
bilingual 0.8847 0.9194 0.90

Table 1: ProfNER Task 7a Validation Results

Model Precision Recall F-1
mBERT 0.9538 0.7127 0.82
BERT-Base 0.6620 0.1015 0.18
mBert-Aug 0.9171 0.7646 0.83
bilingual 0.9579 0.6393 0.77

Table 2: ProfNER Task 7a Test Results

that neither the addition of augmented data, nor
combining representations in different languages
significantly improves the results, with the bilin-
gual model performing better on the validation data,
and the mBERT-Aug performing better on the test
data. We believe that a reason the BERT-base and
bilingual models have lower scores on the test data
is due to the quality of the machine translation sys-
tem that we used whereas the validation data was
provided by the task organisers. For example, Ul-
tima Hora in Spanish was translated as last minute,
when it should have been translated as breaking
news in the context it was used in. Another exam-
ple is consellera which translates to advisor was
not translated at all in some tweets. While these
methods of data augmentation provide a small im-
provement, fine-tuned pre-trained BERT models
are quite robust. Training on parallel corpora gave
these models everything that could be extracted
through back-translation and bilingual data.

5 Conclusion

Our work presents experiments with pre-trained
transformer based models to perform binary classi-
fication on an imbalanced dataset. We hypothesised
that the use of data augmentation and parallel in-
puts in multiple languages will provide a method of
addressing class imbalance (Section 1). However,
our experiments showed that neither of these meth-
ods are particularly powerful in this regard (Section
4). In the future, we will continue to experiment
with other techniques to handle imbalanced classes,
such as one-class classification and reinforcement
learning-based networks to generate text.

https://github.com/francesita/ProfnerTask7a
https://github.com/francesita/ProfnerTask7a
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