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Abstract

ProfNER-ST focuses on the recognition of pro-
fessions and occupations from Twitter using
Spanish data. Our participation is based on
a combination of word-level embeddings, in-
cluding pre-trained Spanish BERT, as well as
cosine similarity computed over a subset of
entities that serve as input for an encoder-
decoder architecture with attention mecha-
nism. Finally, our best score achieved an F1-
measure of 0.823 in the official test set.

1 Introduction

During situations of risk, such as the Covid-19 pan-
demic, detecting vulnerable occupations, be it due
to their risk of direct exposure to the threat or due to
mental health issues associated with work-related
aspects, is critical to prepare preventive measures.
These occupations can be detected through the anal-
ysis of tweets since Twitter has become a very use-
ful tool to find reliable information. Due to the ex-
ponential growth of the use of this social network,
natural language processing (NLP) techniques have
become a crucial tool for unlocking this critical in-
formation.

This paper describes the participation of our
team in ProfNER-ST (Miranda-Escalada et al.,
2021b) challenge, 7b subtrack of the sixth Social
Media Mining for Health Applications (SMM4HA)
(Magge et al., 2021), which focuses on the recog-
nition of professions and occupations from Twitter
using Spanish data.

The core of the proposed system is based on an
encoder-decoder architecture with attention mecha-
nism successfully applied previously (Ali and Tan,
2019) for temporal expression recognition. This
system combines several neural network architec-
tures for the extraction of characteristics at a con-
textual level and a CRF for the decoding of labels.
The proposed system reach a F1 score of 0.823.
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2 Methods and system description

2.1 Pre-processing

We pre-process the text of the clinical cases tak-
ing into account different steps. First, the corpus
are clean from urls. Secondly, the tweets are split
into tokens using Spacy', an open-source library
that provides support for texts in several languages,
including Spanish. Finally, the text and its annota-
tions are transformed into the CoNLL-2003 format
using the BIOES schema (Ratinov and Roth, 2009).

2.2 Features

* Words: Two different 300 dimensional rep-
resentations based on pre-trained word em-
beddings has been used with FastText (Bo-
janowski et al., 2016). Both have been
selected for their contribution of domain-
specific knowledge since the former have
been generated from Spanish medical cor-
pora (Soares et al., 2020) and the latter have
been trained with Spanish Twitter data re-
lated to COVID-19 (Miranda-Escalada et al.,
2021a). Contextual embeddings generated
with a fine-tuned BETO (Caiiete et al., 2020)
model are also included, as these word rep-
resentations are dynamically informed by the
surrounding words improving performance.

Part-of-speech: This feature has been consid-
ered due to the significant amount of informa-
tion it offers about the word and its neighbors.
It can also help in word sense disambigua-
tion. The PoS-Tagging model used was the
one provided by the Spacy. An embedding
representation of this feature is learned during
training, resulting in a 40-dimensional vector.

e Characters: We also add character-level em-
beddings of the words, learned during train-
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ing and resulting in a 30-dimensional vector.
These have proven to be useful for specific-
domain tasks and morphologically-rich lan-
guages.

Syllables: Syllable-level embeddings of the
words, learned during training and resulting
in a 75-dimensional vector is also added. Like
character-level embeddings, they help to deal
with words outside the vocabulary and con-
tribute to capturing common prefixes and suf-
fixes in the domain and correctly classifying
words.

Cosine Similarity: The BETO embeddings
of the entities found in the training and valida-
tion set are used to calculate the cosine sim-
ilarity between the BETO representation of
the word to be analyzed, since previous work
(Biiyiiktopag and Acarman, 2019) has shown
that could help to improve the results on data
extracted from Twitter. This information is
encoded as a 3717-dimensional vector.

2.3 Architecture

In the proposed system, shown in Figure 1, the
character and syllable information is previously
processed by a convolutional and global max pool-
ing block, to be concatenated with the rest of the in-
put features to serve as input to an encoder-decoder
architecture with attention mechanism. The context
vector as well as decoder outputs feeds a fully con-
nected dense layer with tanh activation function.
The last layer (CRF optimization layer) consists of
a conditional random fields layer selected due to
the ability of the layer to take into account the de-
pendencies between the different labels. The output
of this layer provides the most probable sequence
of labels.

The system has been developed in python
3 (Van Rossum and Drake, 2009) with Keras 2.2.4
(Chollet et al., 2015) and Tensorflow 1.14.0 (Abadi
et al., 2016).

3 Results

During experimentation our team apply the stan-
dard measures, precision, recall, and micro-
averaged F1-score, to evaluate the performance
of our model.

While the training set (Miranda-Escalada et al.,
2020) was used for training the model, the develop-
ment set was exploited to hyperparameter fine tun-
ing. In the prediction stage, we combined both sets
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Figure 1: Architecture of the proposed model for pro-
fession and occupations recognition.
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to training the model. The detailed hyper-parameter
settings are illustrated in Table 1 ‘Opt.” denotes op-
timal.

Parameters Tuned range Opt
Train batch size [8, 32, 64] 32
Epoch number [2,3,4,5,6] 4
Dropout [0.4,0.5] 0.4
Max Seq Length [50, 75, 100] 75
Learning rate [0.01, 0.001, 0.0001]  0.001
Optimizer - Adam

Table 1: Hyper-parameters details.

With the optimal parametric configuration ob-
tained during the experimentation, the model ob-
tains the results shown in the Table 2.

Precision Recall F-1 Score
Validation 0.893 0.753 0.817
Test 0.883 0.77 0.823

Table 2: Final results obtained in the competition.

4 Conclusion

In these working notes we describe our proposed
system based on an encoder-decoder architecture
with an attention mechanism powered by a combi-
nation of word embeddings that include pre-trained
fine-tuned Spanish BERT embeddings.

Future work would explore different Data Aug-
mentation techniques as well as other entities in-
formation, as companies or organizations, which
could contain important information related to oc-
cupations.
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A Online Resources

The sources for the Troy&AbedInTheMorning par-
ticipation are available via

e GitHub https://github.com/
ssantamaria94/ProfNER-SMM4H,
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