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Abstract

As voice assistants and dialogue agents grow
in popularity, so does the abuse they re-
ceive. We conducted a large-scale quantitative
evaluation of the effectiveness of 4 response
types (avoidance, why, empathetic,
and counter), and 2 additional factors (us-
ing a redirect or a voluntarily provided
name) that have not been tested by prior work.
We measured their direct effectiveness on real
users in-the-wild by the re-offense ratio, length
of conversation after the initial response, and
number of turns until the next re-offense. Our
experiments confirm prior lab studies in show-
ing that empathetic responses perform bet-
ter than generic avoidance responses as
well as counter responses. We show that di-
alogue agents should almost always guide of-
fensive users to a new topic through the use of
redirects and use the user’s name if provided.
As compared to a baseline avoidance strategy
employed by commercial agents, our best strat-
egy is able to reduce the re-offense ratio from
92% to 43%.

1 Introduction

Conversational bots are increasingly popular
among the general population which is correlated
with an increase in bot abuse (Cercas Curry and
Rieser, 2018). Analysis of the chat logs of an Alexa
Prize1 competition social bot shows that more than
10% of the conversations contain some level of
offensiveness. Recently, researchers begin to mea-
sure the appropriateness of virtual agent responses
to abuse. However, prior work either use self-
reported scales of emotions by non-anonymous
volunteers (Chin et al., 2020) or perceived qual-
ity of the conversation from crowd workers (Cer-

1The Alexa Prize is a competition organized by Amazon
Science to advance Conversational Artificial Intelligence, al-
lowing university teams to develop conversational bots and
get feedback from real users.

cas Curry and Rieser, 2019). However, these qual-
itative metrics only measure the appropriateness
of the response rather than the actual effect of the
responses in a real conversation. Unlike the partici-
pants recruited for controlled lab studies or crowd-
sourced studies, real users abuse agents voluntarily,
anonymously, and repeatedly.

To address these limitations, we conducted a
large scale study similar to Cohn et al. (2019)
to quantitatively measure the effectiveness of re-
sponse strategies. As opposed to Cohn et al. (2019)
which uses user ratings as the evaluation metric, we
measured 1) the re-offense ratio; 2) the number of
turns until the next offense; 3) the number of turns
until the end of the conversation after the initial re-
sponse. These metrics measure offensive behavior
directly as opposed to user ratings which measures
the quality of conversations as a whole. We show
that using a redirection is significantly better than
not using one, and using empathetic responses and
user names is also effective at mitigating abuse, but
only in combination with a redirection.

2 Related Work

There’s a large body of research on physical agent
abuse (Bartneck et al., 2005, 2007), particularly by
children (Brščić et al., 2015; Nomura et al., 2016;
Tan et al., 2018; Gallego Pérez et al., 2019; Yamada
et al., 2020). There has also been much work on
understanding the reason behind bot abuse (An-
geli and Carpenter, 2005; Angeli, 2006; Brahnam,
2006). More recently, Cercas Curry and Rieser
(2019) found that “polite refusal” responses are
the most appropriate compared to many other re-
sponses by commercial bots. Similarly, Chin and
Yi (2019); Chin et al. (2020) further evaluated the
effectiveness of empathetic and counter-attacking
response strategies by measuring their impact on
cultivating emotions that are known to reduce ag-

https://www.amazon.science/
https://www.amazon.science/
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Strategy Description Example Script

AVOIDANCE The bot politely avoids talking about the offen-
sive topic.

I’d rather not talk about that.

AVOIDANCE

+ REDIRECT

Same as AVOIDANCE, but the bot also gives a
REDIRECT to change the topic.

I’d rather not talk about that. So,
who’s your favorite musician?

AVOIDANCE

+ NAME

Same as AVOIDANCE, but the bot also appends
the user’s name at the end of its utterance.

I’d rather not talk about that, Peter.

AVOIDANCE

+ NAME +

REDIRECT

Same as AVOIDANCE + NAME, but the bot also
gives a REDIRECT to change the topic.

I’d rather not talk about that, Peter.
So, who’s your favorite musician?

WHY The bot asks the user why they made an offen-
sive utterance.

Why did you say that?

WHY + NAME Same as WHY, but the bot also appends the
user’s name at the end of its WHY utterance.

Why did you say that, Peter?

COUNTER +

REDIRECT

The bot points out the inappropriate nature
of the user utterance to the user, similar to
Gallego Pérez et al. (2019).

That is a very suggestive thing to say.
I don’t think we should be talking
about that. Let’s move on. So, who’s
your favorite musician?

EMPATHETIC

+ REDIRECT

The bot empathizes with the user’s desire to
talk about inappropriate topics, and attempts
to move on to a different topic.

If I could talk about it I would, but I
really can’t. Sorry to disappoint. So,
who’s your favorite musician?

Table 1: Response strategies we tested along with their descriptions and example scripts.

gression. Contrary to these end-of-conversation
responses, strategies employed by human call cen-
ter agents reviewed by Brahnam (2005) found that
actively redirecting the conversation is more effec-
tive at mitigating on-going offenses than passively
ignoring the offensive behavior, a factor not yet
examined by prior work. Inspired further by Chen
and Williams (2020), who showed that user engage-
ment is improved when robots refer to users with
their names, and Suler (2004), who showed that
anonymity may expose bad user behaviors, we in-
vestigate whether using users’ voluntarily provided
names would also mitigate offensive behavior. Fi-
nally, informed by prior research showing the use
of contemplation in improving children’s learning
(Shapiro et al., 2014), we test the hypothesis that
a response strategy inviting the offensive users to
reflect on why they made an offensive remark can
reduce offensiveness.

3 Hypotheses

We test 4 hypotheses in our work:

1. REDIRECT Informed by Brahnam (2005),
we hypothesize that using an explicit redirec-
tion when responding to an offensive user ut-
terance is more effective than not using one

as doing so actively redirects the user to a
different discussion topic.

2. NAME Informed by Suler (2004) and Chen
and Williams (2020), we hypothesize that in-
cluding the user’s name in the bot’s response
is more effective than not including it as do-
ing so increases engagement with the user and
provides a sense of identification.

3. WHY Informed by Shapiro et al. (2014), we
hypothesize that asking the user the reason
why they made an offensive remark would
invite them to reflect on their behavior, and
help reduce future offenses.

4. EMPATHETIC & COUNTER Informed by
Chin et al. (2020), we hypothesize that empa-
thetic responses are more effective in mitigat-
ing agent abuse than plain avoidance, while
counter responses make no difference.

In order to test these hypotheses as well as in-
teractions between different factors influencing the
effectiveness of the response strategies, we cross
multiple conditions with each other. Full descrip-
tion can be found at table 1.
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Response Strategy Sample
Size

Re-
offense

CI Next CI End CI

AVOIDANCE 1724 0.918 ±0.0066 1.01 ±0.0056 1.08 ±0.2
AVOIDANCE+NAME 867 0.938 ±0.0082 1.02 ±0.017 1.11 ±0.26
AVOIDANCE+NAME+REDIRECT 860 0.406 ±0.017 8.6 ±0.81 16.3 ±0.98
AVOIDANCE+REDIRECT 1759 0.466 ±0.012 7.32 ±0.43 13.5 ±0.58
COUNTER+REDIRECT 1859 0.471 ±0.012 6.83 ±0.41 12.3 ±0.62
EMPATHETIC+REDIRECT 1814 0.432 ±0.012 6.72 ±0.37 13.1 ±0.56
WHY 1755 0.952 ±0.0051 1.05 ±0.031 1.09 ±0.33
WHY+NAME 836 0.947 ±0.0077 1.33 ±0.32 2.41 ±1.53

Table 2: Response strategies and their measurements and confidence intervals (CI). Notice that sample size for
strategies using user’s name is significantly smaller than other strategies. This is because we can only select those
strategies when the user volunteered a name.

Base Alternative ∆Re-offense ∆End ∆Next
1 AVOIDANCE AVOIDANCE+REDIRECT -0.452† 12.421* 6.311‡
2 AVOIDANCE+NAME AVOIDANCE+NAME+REDIRECT -0.532† 15.202* 7.584‡
3 AVOIDANCE+REDIRECT AVOIDANCE+NAME+REDIRECT -0.060 2.814 1.281
4 AVOIDANCE AVOIDANCE+NAME 0.020 0.033 0.007
5 WHY WHY+NAME -0.004 1.315 0.288
6 AVOIDANCE+NAME WHY+NAME 0.010 1.298 0.316
7 AVOIDANCE WHY 0.033 0.016 0.035
8 AVOIDANCE+REDIRECT COUNTER+REDIRECT 0.005 -1.162 -0.486
9 AVOIDANCE+REDIRECT EMPATHETIC+REDIRECT -0.035 -0.373 -0.603

Table 3: Differences of metrics between pairs of strategies. Very Significant results (p < 0.005, stricter than p-
value adjusted for Bonferroni correction 0.0125) are noted in bold. Significant results (p < 0.05) are italicized. †
Odds Ratio p-value < 0.005. ‡ Cohen’s d value > 0.8. *Cohen’s d value > 0.7

4 Data Collection

We built our experiments into a custom open-
domain conversational chatbot developed as part
of the Alexa Prize competition. During the compe-
tition, Alexa users can invoke a competition bot by
saying “alexa lets chat” or just “lets chat” to an
Alexa-enabled device, after which Alexa hands off
the conversation to a randomly assigned competi-
tion bot.

4.1 Stage 1: Offensiveness Detection

Before we test response strategies, we need to de-
scribe what counts as “Offensive User Behavior”.
Defining clear boundaries for offensive speech is
a challenging task (Chen et al., 2012; Xiang et al.,
2012; Khatri et al., 2018). As a practical way for-
ward, we first classified user utterances by whether
they contain any of the offensive phrases listed in
the “Offensive/Profane Word List” shared by Dr.
Luis von Ahn’s research group at Carnegie Mellon

University.2 After around a month of collection
(about 6000 conversations), we hand-selected the
500 most common overtly offensive user utterances.
To increase recall, we built regexes that catch utter-
ances that end in these 500 offensive phrases (such
as “i want to talk about ***”) and only trigger our
experiments (described later) when these utterances
or regexes are detected. To verify the efficacy of
this regex classifier, we separately sampled 500
utterances from the first round of collection and
manually labeled them for overt offensiveness. We
found that this simple classifier achieves 64.4% re-
call and 91.7% precision, which is intended since
we would like to trigger our experiments with very
high precision. However, during our evaluation in
section 6, we used a different offensive classifier
that looks for utterances containing any offensive
phrases which achieved 100% recall and 82.6%
precision. This is also intended since it is better to
over-classify offensive behavior during our evalua-

2Data can be found at https://www.cs.cmu.edu/
˜biglou/resources/.

https://www.cs.cmu.edu/~biglou/resources/
https://www.cs.cmu.edu/~biglou/resources/
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tion to be conservative.

4.2 Stage 2: Response Experiments

We conducted our experiments from May 23, 2020
to August 23, 2020, during which we collected a
total of 13276 offensive conversations with a total
of 49511 categorized offensive utterances.3 Af-
ter detecting an offensive utterance and depend-
ing on whether the user offered a name in the
beginning, the bot selects a strategy from table
1 for the entire conversation, and then randomly
selects a response from a set of scripted responses
for that strategy. We will also make a dataset
containing attributes (i.e. the offensiveness) of
each utterance of each conversation, a notebook
to reproduce our results, as well as a csv of all
of the bot’s actual responses available on GitHub:
https://github.com/LithiumH/offensive.

5 Proposed Metrics

We propose 3 metrics that directly measure strategy
effectiveness from conversation logs. The first met-
ric is the re-offense ratio (a.k.a. Re-offense), mea-
sured as the number of conversations that contained
another offensive utterance after the initial bot re-
sponse over the total number of conversations that
used the same strategy. Intuitively, the responses
leading to a smaller number of re-offenses more are
effective at reducing user abuse. We also measure
the length of the conversation after the response
assuming there are no more re-offenses (a.k.a. End)
to understand how a strategy stopped abuse. When
the strategy is unable to stop re-offense, we are
interested to know how many turns passed until the
user offended again (a.k.a. Next). We believe that
strategies that are able to delay offense longer are
more effective at mitigating user abuse.

6 Hypothesis Testing and Discussion

All the metrics measured are shown in table 2. To
test the hypotheses laid out in section 3, we run sev-
eral pair-wise one-way T-tests on different strate-
gies and different metrics in table 3.

6.1 H1: REDIRECT

Rows 1 and 2 in Table 3 show that, controlling
the base strategy and whether the bot includes the

3More than half of the offensive user utterances are sexual
in nature, potentially due to the fact that Alexa has a female
voice by default. Similar observations were made previously
(Cercas Curry and Rieser, 2018)

user’s name in its response, using a redirection
gives a large, statistically significant improvement
over not using one, halving the re-offense rate. Sta-
tistically significant differences in the End metric
in table 2 and 3 show that when the user stopped
their abusive behavior, REDIRECT is able to pro-
long a non-offensive conversation effectively on
average while no REDIRECT stopped the conver-
sation immediately. Similar differences can also be
seen in the Next metric, which shows that offensive
users almost always immediately re-offend with-
out a REDIRECT, but delay their re-offense when
given a redirection.

This suggests that active avoidance is better
than passive avoidance and that social bots should
always make an attempt to actively redirect the
course of the conversation when facing an offen-
sive remark.

6.2 H2: NAME
Though the effect sizes are small, rows 3, 4, and
5 of Table 3 show that including a user’s name in
the response is only effective when used together
with a REDIRECT. This suggests that including a
user’s name does not discourage re-offense by itself,
but rather encourages the user to follow the new
direction that the bot proposes. It can be further
corroborated by the statistically significant increase
in the End metric, which shows an increase in the
average number of non-offensive turns until the
end of the conversation.

6.3 H3: WHY
Rows 6 and 7 of table 3 suggest that using the WHY
strategy yielded a significant 3% increase in the re-
offense ratio. Contrary to our belief that users will
give an honest answer and reflect on their actions,
asking why invites the users to repeat their abuse.
Qualitative analysis of users’ responses to the why
question yields similar conclusions. This further
supports section 6.1 that it is much better to quickly
move on to a new topic than dwell on the current
abuse. However, the effect sizes are small, which
suggests that the main contributor for re-offense
behavior is still the absence of a redirection.

6.4 H4: EMPATHETIC & COUNTER
Table 3 rows 8 and 9 suggest a 3.5% statistically
significant reduction4 in the re-offense ratio when

4Not adjusted for Bonferroni correction; more data is
needed to fully justify this significance. We will leave this to
followup work.

https://github.com/LithiumH/offensive
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using the EMPATHETIC strategy together with a
REDIRECT. There do not seem to be any signifi-
cant differences between AVOIDANCE strategies
and COUNTER strategies. We thus validated the
conclusion drawn in prior research (Chin et al.,
2020) in the wild.

7 Future Directions

The main limitation of our work was keeping cus-
tomer satisfaction in mind when designing our
experiments under Alexa Prize competition rules.
This prevented us from replicating strategies such
as joke strategies mentioned in Cercas Curry
and Rieser (2019) and parenting strategies such
as love-withdrawal as mentioned in Gal-
lego Pérez et al. (2019). We were similarly unable
to test the effectiveness of de-anonymization
and peer-listening strategies similar to Tan
et al. (2018) that would test how would the users
respond if they were told that their conversations
were not anonymous/private. It would also be use-
ful to gather metadata about our participants such
as age and gender (while maintaining anonymity).
However, this is not allowed under Alexa Prize
competition rules.

8 Ethical Concerns

Despite the empirical effectiveness of the
AVOIDANCE + REDIRECT strategy as detailed
in this work, we would like to remind researchers
of the societal dangers of adopting similar strate-
gies. Alexa has a default female voice and the
majority of offensive responses we receive are sex-
ual in nature as stated before. As pointed out by
prior work (Cercas Curry and Rieser, 2019; West
et al., 2019; Cercas Curry et al., 2020), inappro-
priate responses further gender stereotypes and set
unreasonable expectations of how women would
react to verbal abuse. Without pointing out the
inappropriateness of user offenses, these response
strategies could cause users to believe their offenses
will go unnoticed in the real world as well. Thus,
we urge researchers to consider the greater impact
of deploying such strategies in voice-based dia-
logue agents beyond the proposed effectiveness
metrics.

9 Conclusion

We present the first study on automatically measur-
ing conversational agent offense mitigation strate-
gies in-the-wild using 3 intuitive and novel metrics:

re-offense ratio, length of the conversation after
bot response, and number of turns until the next
offensive utterance. We believe the automatic met-
rics we proposed make it easier to quickly evaluate
response strategies, and thus allow researchers to
experiment with more factors for constructing a
successful response.

We evaluated 4 response strategies
(AVOIDANCE, WHY, EMPATHETIC, and
COUNTER) with 2 additional factors (REDIRECT
and NAME). We showed that to mitigate offensive-
ness, the bot should almost always empathetically
and actively move on to a different topic, and while
doing so use the offending user’s name whenever
possible. We found that the bot should never ask a
user why they made offensive utterances, as doing
so causes the user to almost always repeat their
offense immediately.

We hope our systematic evaluation of response
strategies raises awareness of bot abuse as social
bots become more popular and accessible.
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Québec, Canada, pages 13–17.
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