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Abstract

Topic diversion occurs frequently with engag-
ing open-domain dialogue systems like virtual
assistants. The balance between staying on
topic and rectifying the topic drift is impor-
tant for a good collaborative system. In this
paper, we present a model which uses a fine-
tuned XLNet-base to classify the utterances
pertaining to the major topic of conversation
and those which are not, with a precision of
84%. We propose a preliminary study, clas-
sifying utterances into major, minor and off-
topics, which further extends into a system ini-
tiative for diversion rectification. A case study
was conducted where a system initiative is em-
ulated as a response to the user going off-topic,
mimicking a common occurrence of mixed ini-
tiative present in natural human-human conver-
sation. This task of classifying utterances into
those which belong to the major theme or not,
would also help us in identification of relevant
sentences for tasks like dialogue summariza-
tion and information extraction from conversa-
tions.

1 Introduction

Conversational systems have become a part and par-
cel of our everyday life and virtual assistants like
Amazon’s Alexa1, Google Home2 or Apple’s Siri 3

are soon becoming conventional household items
(Terzopoulos and Satratzemi, 2020). Most of the
conversational systems were built with the primary
goal of accessing information, completing tasks, or
executing transactions. However, recent conversa-
tional agents are transitioning towards a novel hy-
brid of both task-oriented and a non-task-oriented
systems (Akasaki and Kaji, 2017) from the earlier
models that resembled factual information systems
(Leuski et al., 2006). But with this transition, they

1https://developer.amazon.com/en-US/alexa
2https://assistant.google.com/
3https://www.apple.com/siri/

are failing to engage in complex information seek-
ing tasks and conversations where multiple turns
tend to get involved (Trippas et al., 2020). These
new-age open-domain dialogue systems also suf-
fer from a different kind of user behaviour called
“anomalous state of knowledge” (Belkin and Vick-
ery, 1985) where the user has vague information
requirements and is often unable to articulate it
with enough precision. This leads to the user devi-
ating from their original path and traversing into a
sub-topic without their knowledge (Larsson, 2017).
Thus, we need a context-dependent user guidance
without presupposing a strict hierarchy of plans
and task goals of the user. Such a guidance, with-
out topic information provided beforehand, is a
difficult task to achieve in an open-domain system.

In this work, we observe how a human-human
open-domain conversation with an initial topic to
begin with, handles topic drift and its rectifica-
tion in a conversation. We work on the Switch-
board dataset (Godfrey et al., 1992) and annotate
74 conversations with ‘major’, ‘minor’ and ‘off-
topic’ tags (Section 4). A key result of our finding
was that most of the topic shift detection models
[(Takanobu et al., 2018), (Wang and Goutte, 2018),
(Stewart et al., 2006)] have previously defined topic
set to assign to utterances. But as we see in Switch-
board dataset, modeling such a pre-defined set is
not a property of an open-domain non-task-oriented
conversational system. We create a novel model
which can, with a precision of 84%, predict the
utterances that belong to the major topic and those
which are deviating from the same, without a pre-
determined topic set. This is a major contribution
as it can help in informational retrieval in conversa-
tional systems (Bartl and Spanakis, 2017), dialogue
summarization (Gurevych and Strube, 2004) and
in the case study that we explored viz. introducing
a system initiative in a conversation.
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2 Task Definition

Mixed Initiative (MI) is an important aspect for
effectively solving multi-agent collaboration prob-
lems and is generally referred to as a flexible inter-
action strategy where each agent can contribute to
a task that it is best at (Horvitz, 1999). Here, we’ll
look into an example of topic shift in a conversation,
which sheds light on this issue in a conversation
that is common in our day-to-day lives.

MT



A: Hello, what are your hobbies?

B: My hobbies, umm, I used to dance a lot in
high school, what are yours?

A: I used to paint, but these days I am just
occupied with whatever my kids are occu-
pied with at that moment.



OT



B: Ooh that’s nice, how many kids do you
have?

A: I have two kids, one boy aged 6 and a
daughter aged 3 What about you?

B: Yes, two twin girls aged 4.

A: Aww that’s such a lovely age.

B: Ya it is, but they can also be a little handful
at times.


MI

{
A: Anyways, let’s go back to the topic at

hand, tell me more about your hobbies?

}
The above example shows how the topic transi-

tioned between the two users, from hobbies which
was their major topic given by a prompt, to talk-
ing about their kids. We see from the marked area
that they transitioned from the major topic (MT)
to an off-topic (OT) and rectified the topic shift as
well. This shift occurs abruptly, with stark differ-
ence in the semantic space between the two topics.
Such a topic diversion and rectification is a natural
phenomenon in a human-human conversation.

3 Related work

A good conversation is one which focuses on a bal-
ance between staying on topic and changing it in
an interactive multi-turn conversation system (See
et al., 2019). Detection of what constitutes as on-
topic can be viewed as segmentation of conversa-
tion into relevant and irrelevant of the conversation
(Stewart et al., 2006). Earlier work in segmenting
conversations into topics expected a high lexical
cohesion within a topic segment (Hearst, 1997).
However, we see that they fail to have regard of
sentence-level dependencies leading to fragmented
segmentation (Takanobu et al., 2018). Various su-
pervised methods approached this task as a classifi-

cation problem (Arguello and Rosé, 2006) but anno-
tations for them can be expensive and not scalable
for large datasets. Unsupervised methods on goal-
oriented conversations also have limited ability to
learn from the dataset (Joty et al., 2013). Modelling
this problem into detection of global topic structure
and local topic continuity (Takanobu et al., 2018)
results in a weakly supervised approach, using a
hierarchical LSTM, to analyse dialogue context
and content. However, a major drawback in that
method is that the topic sets are predefined and the
utterances are bucketed into the same. In an un-
bounded natural conversation, specifying the topic
set in advance is not a feasible task.

Our proposed topic segmentation would help us
introduce a system initiative module by figuring out
when to give refinement or guidance and how to
best contribute in solving a user’s problem (Horvitz,
1999), by detecting the major topic of the conver-
sation and steering the user towards it in case of a
diversion.

4 Annotation Framework

We use the human-transcribed conversations from
the NXT-format Switchboard corpus (Calhoun
et al., 2010) in our task. In this dataset, partici-
pants are given a topic prompt and were asked to
converse with each other for around ten minutes.
This dataset was chosen for annotation, amongst
others, as some did not have enough turns to ob-
serve a topic shift [(Lowe et al., 2015), (Gliwa et al.,
2019)] or had fixed topics of conversation [(Mc-
Cowan et al., 2005), (Janin et al., 2003)] neither of
which were favourable for us to model an off-topic
shift detection for open-domain conversations.

In Switchboard, we observe the freedom with
which the participants drift from the given topic
prompt, leading to different off-topic threads in the
conversation and several statements by the users to
steer the conversation back to the original topic. To
model this property, we annotated the dataset, into
three labels - major, minor and off-topic tags. Dia-
logues are inherently hierarchical in structure, but
we see that human annotators cannot definitively
agree on a hierarchical segmentation (Passonneau
and Litman, 1997). Thus we adopt a flat model of
annotation where a strong shift from the original
topic of conversation is annotated as off-topic and
a subsidiary shift is labelled as minor topic.

• Major Topic (MT) - The utterances which
belong to the topic with which the conversa-
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tion commenced with and is largely talked
about were tagged as major topic. Each con-
versation has a solitary Major topic.

• Minor Topic (MiT) - The utterances that are
part of a sub-topic, which was a natural di-
gression from the major topic but lies in the
semantic space of the major topic, are tagged
as minor topic. A conversation can consist of
multiple Minor Topics.

• Off-topic (OT) - The utterances that are part
of a complete digression of the topic at hand
were tagged as off-topic. Each conversation
could encompass multiple instances of Off
Topic clusters.

A conversational speech is not as structured as writ-
ten text; it consists of overlaps of turns between the
participants and interruptions. That is why each
turn is divided into an utterance consisting of a
single independent clause (Meteer and Iyer, 1996).
This also helps us in narrowing down each utter-
ance to have a single topic of discussion and thus
a single tag to belong to. For our ease of annota-
tion, we have considered incomplete sentence as
complete sentences and annotated accordingly. We
have also made a conscious decision to drop one
word sentences.

4.1 Annotation Guidelines

The annotation process starts with the annotators
identifying topic shifts in a conversation and brack-
eting the utterances. Each bracket is then mapped
to an annotation tag of major, minor or off topic as
seen in conversation 6. The annotators were given
the following guidelines
(i) Annotators are advised to go through the entire
conversation first before beginning the annotation
process to get a better understanding of the topic
flow. (ii) In most instances, conversations begin
with a major topic bracket. (iii) Minor and off
topic brackets are not further segmented. (iv) Mi-
nor topic bracket is always preceded by a major
topic bracket.
A document tailing these guidelines along with ap-
propriate examples was given to the annotators for
reference. We have annotated the dataset 4 using
three independent annotators and each utterance
belonged to either major, minor or off-topic. The

4The dataset and annotation guidelines are available at this
link

Topic tag Frequency
Major Topic 3206(30.4%)
Minor Topic 4759(45.2%)
off-topic 2560(24.4%)

Table 1: Frequencies of major, minor and off topic
utterances in the dataset.

Figure 1: Image (left) shows the t-SNE representation
of MT vs MiT vs OT classes whereas the (right) shows
the t-SNE representation of MT vs rest classes.

Cohen’s kappa score or the inter evaluator agree-
ment is 0.64 for our annotation, which indicates
reliability.

We had observed that the major issue for dis-
agreement lie in whether to tag a conversation as
minor or off-topic. In cases of confusion, anno-
tators were advised to tag the turn as minor-topic
since the degree of digression from the major topic
is subjective in nature. This resulted in the increase
of minor topic tags over rest.

5 Experiments and Results

Prior to designing the topic classifier, we wanted
to understand the characteristics of Switchboard
corpus and visualize the classes that we have de-
fined in Section 4. We plotted the t-SNE embed-
dings(Van der Maaten and Hinton, 2008) for the 3
classes in Fig 1(left). We observe that minor and
off-topic classes are entangled and thus decided to
merge these two classes into a rest class. The t-
SNE plot for the data with the merged class can be
seen in Fig 1(right), and the classes are now less en-
tangled. Our task is now a binary classification task
with the two classes being major and rest. This is
further backed by the poor results obtained on the
application of classification models to classify each
classes individually, which we omit for brevity.

5.1 Methodology

Our task is to segment the conversation and la-
bel each segment with the tag of major or rest.
More formally, given a conversation X having

https://github.com/Konigari/Mixed-Initiative/tree/master/Switchboard-Corpus/Annotation%20Data/Dataset
https://github.com/Konigari/Mixed-Initiative/tree/master/Switchboard-Corpus/Annotation%20Data/Dataset
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Model Precision Recall F1 score
SVM 0.55 0.59 0.56
LightGBM 0.65 0.69 0.66
BERT-base 0.69 0.69 0.69
RoBERTa-base 0.77 0.63 0.69
XLNet-base 0.84 0.72 0.77

Table 2: LightGBM gives best results amongst the
baselines. XLNet-base gives best results overall.

utterances x1, x2, . . . , xn and the topic set S =
{major, rest}. Our task is to segment these utter-
ances into major topic or rest i.e., a binary classifi-
cation task. To achieve this, we started with clas-
sical machine learning algorithms like SVM and
LightGBM (Ke et al., 2017) and then we tested the
latest sequence classification deep learning models
like BERT (Devlin et al., 2018).

SVM and LightGBM are the two baselines cal-
culated to compare against BERT and its variants.
We have not used TextTiling, which is commonly
used for dialog segmentation tasks as one of our
baselines, because TextTiling measures the similar-
ity of each adjacent sentence pair and uses valleys
of similarities for segment detection. This is useful
for datasets which have conversations with well
defined topic shifts but the conversations in Switch-
board do not have that property.

BERT and its variant models (RoBERTa (Liu
et al., 2019), XLNet (Yang et al., 2020)) are trans-
former based deep learning models. RoBERTa
improves the training procedure by removing the
Next Sentence Prediction (NSP) task from BERT’s
pre-training and introduces dynamic masking so
that the masked token changes during the train-
ing epochs. XLNet on the other hand is a bidirec-
tional transformer, that uses better training method-
ology, larger data and more computational power
to improve upon BERT. Our model was evaluated
against precision, recall and F1 score. We see
that good precision is a reliable metric to measure
against. Our prime focus is on detection of the
topic shift away from major topic, thus high preci-
sion gives us a better system to identify when topic
shift occurs and label it accordingly.

5.2 Results

We fine-tune BERT by taking a pre-trained model,
adding an additional untrained classifier layer and
training this new model for our task. This is done
because pre-trained Transformer model weights

already encode a lot of information about our lan-
guage which is helpful in cases where the datasets
are small. For the sequence classification task, we
use a special [CLS] token at the beginning of our
sentence-chain which encodes the information of
the sentence-chain into it. This token is used in
the final layer to classify whether a sentence-chain
belongs to a major topic or rest class. On observing
the results, we find that the XLNet-based model
outperforms BERT, RoBERTa and the baselines.
We hypothesize that XLNet performs better than
BERT and RoBERTa because it does not suffer
from the problem of a fixed maximum length for
tokens. Both BERT and RoBERTa allow maximum
512 tokens in a sentence whereas XLNet has no
such limitation. This indicates a better coverage of
utterances which consist of more than 512 tokens,
a phenomenon observed many times in the dataset.
During training entire context of the conversation
is taken into account and the model is trained using
the labels used for each sentence chain belonging
to that conversation. While evaluating the model, a
conversation is taken and every sentence chain is
tested whether it belongs to major topic or not.

6 Case Study

The system response generated in this case study
is a System Initiative (SI) given to a snippet of
the Switchboard corpus, prompting the user to go
back to the major topic of the conversation, when
it detects a topic shift from it.

Setup The major bottleneck in generating a SI
response is the detection of MT in an open-domain
conversation. Since there are no predefined topics
at hand, we see that one manner of MT detection
could be using word importance scores which are
scored using a bidirectional LSTM in the range of
0 to 5. (Kafle and Huenerfauth, 2018)

Major Topic Detection Our assumption in this
case study was that the set of words with word
importance scores > 4, in the first K turns of the
conversation, contain the major topic in them. We
test our assumption using the human-annotated ma-
jor topics of the conversation. We evaluate the
extracted Bag of Words (BoW) and the annotated
data using cosine similarity score. After sampling
for values of K ranging from 0 to 40, we see that
the major topic is detected best when K = 15.
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MT


A: So, do you fish?

B: Oh, yeah. My dad has a lake cabin.

B: and so we go there for the small lake, uh,
just outside of the Dallas Fort Worth area.

A: Oh, that’s nice



OT



A: I, I, You see, I’m from west Texas.

B: Oh, are you? Where are you from?

A: Lubbock

B: Oh, I’m from Midland.

A: Oh, another west Texan.

B: I went to college at Tech,


SI
{

Sys: Do you want to go back to topic of fishing?
}

Observation We observe the BoW extracted us-
ing word importance scores has a cosine similarity
of 0.652 on an average with the human-annotated
MT of the dataset. This helps us in generating a
SI that can contribute towards the user’s objective.
We use a simple template-based response and add
the component of major topic, to generate a user
guided SI to steer the conversation back in case of
a topic shift. The turn at which this SI should occur,
is detected using our XLNet-based model to iden-
tify a shift from the major topic of the conversation.
This helps us to support the user in their task and
add a collaborative feature to the interactive agent.

7 Conclusion

In this paper, we looked at generating a system
initiative module in a conversational system that
does not interrupt the user and also works towards
achieving the common goal of the user. We present
a dataset that helps in training an XLNet-based
model to correctly detect a digression from the
major topic of the conversation. We have also
looked at an application of this model as a case
study where we detect topic shift and generate a
system initiative for the rectification of the same.
A predictable limitation of our system lies in not
detecting minor and off-topic individually. This
categorisation would help in giving a leeway in
case of a shift to a minor topic thread and a sys-
tem rectification initiative in case of a shift to an
off-topic thread .
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