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Abstract

This paper proposes a taxonomy of errors in

chat-oriented dialogue systems. Previously,

two taxonomies were proposed; one is theory-

driven and the other data-driven. The former

suffers from the fact that dialogue theories for

human conversation are often not appropriate

for categorizing errors made by chat-oriented

dialogue systems. The latter has limitations

in that it can only cope with errors of systems

for which we have data. This paper integrates

these two taxonomies to create a comprehen-

sive taxonomy of errors in chat-oriented dia-

logue systems. We found that, with our in-

tegrated taxonomy, errors can be reliably an-

notated with a higher Fleiss’ kappa compared

with the previously proposed taxonomies.

1 Introduction

From their social aspects, chat-oriented dialogue

systems have been attracting much attention

in recent years (Wallace, 2009; Banchs and Li,

2012; Higashinaka et al., 2014; Ram et al.,

2018). Neural-based methods have been ex-

tensively studied and have yielded promising

results (Vinyals and Le, 2015; Zhang et al., 2018;

Dinan et al., 2019; Adiwardana et al., 2020;

Roller et al., 2020). Yet, the performance of these

systems is still unsatisfactory, causing dialogues

to often break down.

One way to reduce the errors made by the

systems is to understand what kinds of errors

the systems are making and find solutions to

counter them. For such a purpose, a taxonomy

of errors will be useful. For task-oriented di-

alogue systems, several taxonomies have been

proposed (Dybkjær et al., 1996; Bernsen et al.,

1996; Aberdeen and Ferro, 2003; Dzikovska et al.,

2009), leading to effective analyses for improving

system performance. For dialogue systems that

∗Currently mainly affiliated with Nagoya University.

are chat-oriented, such taxonomies have also been

proposed. Higashinaka et al. (2015a; 2015b) pro-

posed two taxonomies; one is theory-driven and

the other data-driven. However, the former suf-

fers from the fact that dialogue theories for hu-

man conversation on which the taxonomy is based,

such as Grice’s maxims (Grice, 1975) and adja-

cency pairs (Schegloff and Sacks, 1973), are of-

ten not appropriate for categorizing errors made

by chat-oriented dialogue systems. The latter has

limitations in that it can only cope with errors

for which we have data. Because of such short-

comings, these taxonomies suffer from low inter-

annotator agreements, failing to successfully con-

ceptualize the errors (Higashinaka et al., 2019).

This paper aims to create a new taxonomy of

errors in chat-oriented dialogue systems. On the

basis of the two taxonomies previously proposed,

we discuss their merits and demerits, and we inte-

grate the two into a comprehensive one. We verify

the appropriateness of the integrated taxonomy by

its inter-annotator agreement. We found that the

kappa values were reasonable at 0.567 and 0.488

when expert annotators and crowd workers were

used for annotation, respectively, and these values

were much better than those of the previous tax-

onomies. This indicates that the errors have suc-

cessfully been conceptualized, and we can safely

use them to analyze errors made by chat-oriented

dialogue systems.

2 Previous Taxonomies and Integration

Higashinaka et al. proposed two taxonomies of

errors in chat-oriented dialogue systems: theory-

driven (Higashinaka et al., 2015a) and data-driven

(Higashinaka et al., 2015b).1

1Note that although Higashinaka et al. used “top-down”
and “bottom-up” to name their taxonomies, we use “theory-
driven” and “data-driven,” which we consider to be more ap-
propriate.
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The theory-driven taxonomy is based on prin-

ciples in dialogue theories that explain the coop-

erative behavior in human dialogues. The taxon-

omy uses the deviations from such principles as

error types. In contrast, the data-driven taxonomy

uses the dialogue data of chat-oriented systems in

order to identify typical errors made by such sys-

tems. The taxonomy was created by first collect-

ing comments (textual descriptions) describing er-

rors made by systems and then clustering the com-

ments; each resulting cluster corresponds to an er-

ror type.

2.1 Theory-driven taxonomy

The theory-driven taxonomy (Higashinaka et al.,

2015a) is mainly based on Grice’s maxims of con-

versation (Grice, 1975), which are principles in

cooperative dialogue. Grice’s maxims of conver-

sation identify the cooperative principles to be

met in a general conversation between humans

in terms of quantity, quality, relevance, and man-

ner. Since the scope of a dialogue can be typically

classified into utterance, response [adjacency pair

(Schegloff and Sacks, 1973)], context (discourse),

and environment (outside of dialogue), the taxon-

omy was created by combining the four maxims

with the four scopes, namely, a deviation from

each principle in each scope.

By eliminating invalid combinations of princi-

ple and scope (such as “relevance” and “utterance”

because relevance cannot be considered for a sep-

arate utterance) and by adding system-specific er-

rors identified through observation, 16 error types

were identified for the taxonomy as shown in Ta-

ble 1. The taxonomy has a main category repre-

senting the scope and a subcategory representing

the deviation from Grice’s maxims. For example,

“Excess/lack of information” denotes the violation

of the maxim of quantity in the scope of response.

For further details, see (Higashinaka et al., 2015a).

The taxonomy was evaluated on the basis of

inter-annotator agreement. This was done by an-

notating system utterances that caused dialogue

breakdowns with the error types. The inter-

annotator agreement was reported to be low at

about 0.24 (Higashinaka et al., 2019). One of the

possible reasons was the nature of human-system

dialogue, which is fraught with errors, making the

dialogue and the behavior of users different from

those of human-human dialogue. This could have

made the notions of Grice’s maxims difficult to ap-

Main category Subcategory

Utterance Syntactic error
Semantic error
Uninterpretable

Response Excess/lack of information
Non-understanding
No relevance
Unclear intention
Misunderstanding

Context Excess/lack of proposition
Contradiction
Non-relevant topic
Unclear relation
Topic switch error

Environment Lack of common ground
Lack of common sense
Lack of sociality

Table 1: Theory-driven taxonomy

ply, leading to the low inter-annotator agreement.

2.2 Data-driven taxonomy

The data-driven taxonomy (Higashinaka et al.,

2015b) was created by clustering comments (tex-

tual descriptions) that describe errors made by

chat-oriented dialogue systems. The comments

were written by researchers working on dialogue

systems. Since the number of clusters is difficult

to know in advance, a non-parametric Bayesian

method called the “Chinese restaurant process”

(CRP) was used as a clustering method; CRP can

infer the number of clusters automatically from

data (Pitman, 1995). By clustering over 1,500

comments, 17 clusters were found, leading to the

same number of error types. Table 2 shows the

data-driven taxonomy. The names of the error

types were made on the basis of observing the

comments in each cluster.

The taxonomy was evaluated on the basis of

the inter-annotator agreement (Higashinaka et al.,

2019), in which it was found that the kappa was

better than that of the theory-driven taxonomy,

by which the authors concluded that it was bet-

ter to use the data-driven taxonomy instead of the

theory-driven one. However, there is a significant

problem with the data-driven taxonomy, which is

that it is too dependent on the data under analysis.

The categories obtained are those brought about

by the analysis of dialogue systems at a particular

technical stage. The taxonomy may not be able to

cope with new types of errors that may arise as a

result of future development.
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Category

General quality
Not understandable
Ignore user utterance
Ignore user question
Unclear intention
Contradiction
Analysis failure
Inappropriate answer
Repetition
Grammatical error
Expression error
Topic-change error
Violation of common sense
Word usage error
Diversion
Mismatch in conversation
Social error

Table 2: Data-driven taxonomy

2.3 Integration of taxonomies

On the basis of our observations in the previ-

ous section, we decided to integrate the two tax-

onomies in order to create a comprehensive one be-

cause each has shortcomings that can be covered

by the other; the theory-driven taxonomy is weak

in handling human-system dialogue, but the data-

driven taxonomy can appropriately handle such di-

alogue. In contrast, the theory-driven taxonomy

may cover more comprehensive dialogue phenom-

ena on the basis of dialogue theories.

First, we decided to expand the theory-driven

taxonomy to facilitate the annotation of human-

system dialogue. Since system errors often deviate

from the form of dialogue entirely, making Grice’s

maxims inapplicable, we added the distinction of

“form” and “content,” indicating whether or not ut-

terances violate the normative form of dialogue,

which frequently occurs in human-system dia-

logue. For the form, we use the normative form of

language, adjacency pairs (Allen and Core, 1997),

topic relevance, and social norms2. These repre-

sent the form in conversation that humans typi-

cally abide by and thus should be easy to detect

and conceptualize. When an error does not ex-

hibit a violation of form, we consider it to be a

violation of content. Second, we placed the error

types in the theory- and data-driven taxonomies

into the frame of the theory-driven taxonomy ex-

panded with form and content. Some error types

fit the frame successfully, but some needed to be

renamed, merged, or split to better fit the frame.

2Since we introduced social norms, we decided to change
the scope of “environment” to “society” in the integrated tax-
onomy.

3 Integrated Taxonomy

Table 3 shows our taxonomy integrated through

the process described in the previous section. We

have 17 error types (I1–I17), each of which corre-

sponds to a combination of the scope of dialogue

and the violation of form or content. In what fol-

lows, we describe each error type in detail with di-

alogue examples mostly taken from actual human-

system dialogues. The dialogues were originally

in Japanese and were translated by the authors.

3.1 Utterance-level errors

3.1.1 Violation of Form

The violation of form at the utterance level indi-

cates the violation of the form of language, i.e.,

the Japanese language in this work.

(I1): Uninterpretable: The utterance is not un-

derstandable. There are no recognizable words, or

it is just a fragment of an utterance.

(1) Withha (Meaningless word in Japanese)

(I2): Grammatical error: The utterance is not

grammatical or lacks important elements, such as

necessary arguments and particles, for it to be a

valid sentence.

(2) *Necchuusho
Heat stroke

ni
DAT

ki
care

wo
ACC

tsuke
take

ka
Q

“Do you take care against heat stroke?”

Here, “tsuke” (take) should be “tsukeru” or “tsuke-

masu” for valid Japanese conjugation.

3.1.2 Violation of Content

(I3): Semantic error: The utterance is semanti-

cally invalid such as when the combination of a

predicate and its arguments cannot constitute any

meaning.

(3) I am good at raining.

(one cannot be good at raining)

(I4): Wrong information: The utterance con-

tains information that is clearly wrong to the

extent that it is difficult to interpret its meaning.

(4) Bob Dylan, who is a member of the Beat-

les, has released a new album.

(Bob Dylan is not a member of the Beat-

les.)
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Violation of Form Violation of Content

Utterance (I1) Uninterpretable
(I2) Grammatical error

(I3) Semantic error
(I4) Wrong information

Response (I5) Ignore question
(I6) Ignore request
(I7) Ignore proposal
(I8) Ignore greeting

(I9) Ignore expectation

Context (I10) Unclear intention
(I11) Topic transition error
(I12) Lack of information

(I13) Self-contradiction
(I14) Contradiction
(I15) Repetition

Society (I16) Lack of sociality (I17) Lack of common sense

Table 3: Integrated taxonomy of errors

3.2 Response-level errors

3.2.1 Violation of Form

The violation of form at the response level indi-

cates that the utterance does not exhibit an ap-

propriate backward-looking function for a user’s

previous utterance when it has a forward-looking

function represented mainly by a question, request,

proposal, and greeting.

(I5): Ignore question: The utterance ignores a

user’s question. More specifically, the utterance

does not contain the content that matches the an-

swer type requested by the question. The an-

swer types include yes/no, agree/disagree, selec-

tion from a list, types denoted by the WH inter-

rogatives, and entity types (person, place, etc.) re-

quested by the question.

(5) U: What do you eat?

S: I like sports.

(6) U: In which prefecture is Yokosuka?

S: I’m moving to Yokosuka from Yoko-

hama.

(I6): Ignore request: The utterance ignores a

user’s request to do something.

(7) U: Please buy it next time.

S: The costume is made to fit the hot sum-

mer, isn’t it?

(I7): Ignore proposal: The utterance ignores a

user’s proposal/offer to do something.

(8) U: Let’s talk about hobbies.

S: Which do you think is better, Ura-

bandai (tourist location in Japan) or

Taiwan?

(I8): Ignore greeting: The utterance ignores a

user’s greeting.

(9) U: I will go then.

S: Hello. (The system utters a greeting

for opening instead of closing.)

3.2.2 Violation of Content

The violation of content at the response level in-

dicates that, even though the surface form of the

adjacency pair is appropriate, the utterance may

cause a dialogue breakdown.

(I9): Ignore expectation: The utterance contains

an appropriate backward-looking function for a

user’s previous forward-looking function; how-

ever, the utterance does not have the expected con-

tent if the underlying intention has been success-

fully conveyed.

(10) U: Do you have favorite sweets?

S: Yes. (The system should tell the user

the name of its favorite sweets.)

Although the above example may seem to be a

perfectly valid utterance, we observe cases where

such a response can be inappropriate in some co-

operative contexts.

3.3 Context-level errors

3.3.1 Violation of Form

We define the form for the context level as

topic relevance, that is, the continuation of topics.

When the system utterance is off-topic or has un-

clear/missing elements that keep it from being rel-

evant to the current topics, the form is considered

to be violated.

(I10): Unclear intention: Although the utterance

is on a relevant topic, it does not exhibit underly-

ing intentions (i.e., why it is mentioned) for it to

be relevant. This is typically caused by a lack of

connectives or background explanation.
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(11) U: Hello, I like strawberries. And you?

S: I like apples.

U: I like the color red.

S: Strawberries are delicious.

(It is not clear why the system sud-

denly mentions strawberries although

it said it liked apples.)

(I11): Topic transition error: The utterance

transitions to another topic without reasonable

explanation. This error type includes bringing up

previous topics without reason. General top-level

categories, such as food, fashion, and travel, are

used as the granularity of topics.

(12) S: Oh, I love the clarinet.

U: It was really hard, but I liked it.

S: Well, what bread do you like?

When adjacent utterances do not have clear topics,

this error type does not apply. In addition, when

a topic transition occurs after an utterance with a

backward-looking function that acknowledges the

previous topic, this error type does not apply. For

example, the following is not an example of a topic

transition error.

(13) S: Do you plan to watch the Olympics on

TV?

U: Yes, I want to.

S: On a day like today, one wants to eat

hot pot for dinner.

(I12): Lack of information: The utterance

misses important pieces of information, such

as the subject, object, and modifier, for it to be

relevant to current topics.

(14) U: Good morning! It’s been nice and

cool recently.

S: I like. (missing object for a predicate)

(15) U: It’s too expensive, isn’t it?

S: The difference is terrible. (“differ-

ence” needs things being compared)

3.3.2 Violation of Content

The violation of content at the context level in-

dicates inconsistency or redundancy among utter-

ances.

(I13): Self-contradiction: The utterance contra-

dicts what has been said by that speaker.

(16) U: Where are you from?

S: I’m from Chita in Aichi. It is on the

Chita peninsula.

U: Oh, Aichi. It’s a nice place.

S: I just joined a company in Nagoya

(city in Aichi prefecture).

U: What kind of job?

S: I’m a house wife.

(contradicts with joining a company in

Nagoya)

(I14): Contradiction: The utterance contradicts

or denies what has been said by the conversational

partner.

(17) S: Which do you like, central league or

pacific league?

U: I like central league.

S: Oh, you don’t like central league.

(I15): Repetition: The utterance repeats the pre-

vious utterance (including paraphrases). This error

type applies to repeated questioning.

(18) S: I’m looking forward to watching a

movie.

U: Oh, yes?

S: Yeah.

U: What else do you like?

S: I look forward to watching a movie.

3.4 Society-level errors

3.4.1 Violation of Form

The violation of form at the society level indicates

that the utterance is violating a social norm in a

conversation, for example, being offensive to the

user.

(I16): Lack of sociality: The utterance lacks con-

sideration toward the conversational partner or par-

ticular groups of people (i.e., hate speech).

(19) U: The other day, I went to XX (country

name).

S: People in XX are foolish, aren’t they?

3.4.2 Violation of Content

The violation of content at the society level indi-

cates that although the utterance is not intended to

offend the user, its content is generally unaccept-

able.
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(I17): Lack of common sense: The utterance

lacks common sense. This error type applies

when asserting a proposition that differs from the

opinion of the majority without any grounds or

when the asserted view is the opposite of what is

believed to be true by the great majority of people.

(20) U: Do you want to talk about heat stroke?

S: Heat stroke is good, isn’t it?

4 Evaluation

We evaluated the integrated taxonomy by annotat-

ing dialogues with error types and calculating the

inter-annotator agreement. The same dialogues

were annotated with the theory- and data-driven

taxonomies by the same annotators for compari-

son.

4.1 Procedure

We used the datasets collected in past dialogue

breakdown detection challenges (DBDCs), i.e.,

DBDC and DBDC2 (Higashinaka et al., 2016,

2017)3, for annotating error types to system ut-

terances that caused dialogue breakdowns. In

the datasets, each system utterance was labeled

with dialogue breakdown labels (B: breakdown,

PB: possible breakdown, and NB: not a break-

down) by 30 annotators. We picked system

utterances that were deemed inappropriate by

more than a half of the annotators, that is, an-

notated with 15 or more B or PB dialogue

breakdown labels. The dialogues were those

conducted between each of three chat-oriented

dialogue systems [DCM (Onishi and Yoshimura,

2014), DIT (Tsukahara and Uchiumi, 2015), and

IRS (Ritter et al., 2011)] and human users. Hav-

ing dialogues from multiple dialogue systems al-

low us to verify the applicability and coverage of

our taxonomy. All dialogues were in Japanese.

There were 400 dialogues in total across the

datasets. We divided the datasets into five subsets,

A–E, each containing 80 dialogues. We used sub-

sets A–C to come up with how to integrate the tax-

onomies. We used subset D for evaluation. We did

not use subset E, which was spared for future eval-

uation. In the 80 dialogues, there were 599 system

utterances used as a target for our error-type anno-

tation.

3https://dbd-challenge.github.io/

dbdc3/datasets

We annotated the error types by employing two

groups of annotators. One consisted of two experts

in language-annotation tasks, and the other con-

sisted of ten crowd workers, six females and four

males in their 20’s to 50’s. They were all certified

workers of a crowdsourcing service4 in Japan. All

annotators were native Japanese. The rationale for

employing the crowd workers was to ensure that

the concepts of the error types were well concep-

tualized and easy for non-experts to understand.

All annotators performed multi-label annotation

with the proposed taxonomy as well as the theory-

and data-driven taxonomies. Here, since some of

the error types in the data-driven taxonomy were

regarded as difficult to annotate due to the ambi-

guity or reliance on one’s understanding of dia-

logue systems as suggested in (Higashinaka et al.,

2019), we removed “General quality,” “Analysis

failure,” and “Mismatch in conversation” from the

error types of the data-driven taxonomy. We also

merged “Expression error” and “Word usage er-

ror,” which were conceptually close. As a result,

we had 16 and 13 error types for the theory- and

data-driven taxonomies, respectively. The anno-

tators read annotation manuals containing defini-

tions of the error types with examples and anno-

tated the error types on spreadsheets.

4.2 Metric for inter-annotator agreement

We used Fleiss’ κ coefficient (Fleiss and Cohen,

1973) as a measure for inter-annotator agreement.

Following (Ravenscroft et al., 2016), who calcu-

lated the weighted Cohen’s kappa, we devised a

way to calculate the weighted Fleiss’ kappa. The

weighted inter-annotator agreement rate Pa, ex-

tended for multi-label annotation, is calculated by,

Pa =
1

N

N
∑

n=1

∑C
c=1

∑

(l,l′)wnclwncl′

∑C
c=1

∑

(l,l′)(wcnl
2 + wcnl′

2)/2
,

(1)

where wncl is the weight of error type c for tar-

get utterance n labeled by annotator l, N is the

total number of targets for annotation, C is the

number of error types, and the summation
∑

(l,l′)

is taken over all combinations of annotator pairs.

Note that the weights are non-negative and nor-

malized as
∑C

c=1wncl = 1. In this paper, we

assume that the weights are equally distributed

among the error types assigned to a target utter-

ance. The weighted Fleiss’ κ coefficient is calcu-

4https://www.lancers.jp/

https://dbd-challenge.github.io/dbdc3/datasets
https://dbd-challenge.github.io/dbdc3/datasets
https://www.lancers.jp/
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Experts Crowd workers

Theory-driven taxonomy 0.186 0.206

Data-driven taxonomy 0.362 0.427

Integrated taxonomy (Proposed) 0.567 0.488

Table 4: Weighted Fleiss’s κ coefficient for theory-driven, data-driven, and integrated taxonomy (proposed) by

expert annotators and crowd workers.

lated by κ = (Pa − Pǫ)/(1− Pǫ), where

Pǫ =
C
∑

c=1

(

1

NL

N
∑

n=1

L
∑

l=1

wncl

)2

, (2)

and L is the number of annotators. The weighted

agreement and Fleiss’ κ coefficient are reduced to

the standard ones when one of the weights is 1.

4.3 Results

The weighted Fleiss’ kappa for the annotations is

shown in Table 4. We can see that the agreement

was higher for the integrated taxonomy compared

with the theory- and data-driven ones, with reason-

able kappa values of 0.576 and 0.488 for the ex-

perts and crowd workers, respectively. This result

indicates that our integrated taxonomy is effective.

Using the annotations by the crowd workers,

we counted the number of target utterances for

which five (a half) or more annotators agreed or

disagreed on the set of error types. When using the

proposed taxonomy, we found that, out of 599 ut-

terances, there were 507 utterances on which they

agreed and 92 utterances on which they disagreed.

When using the theory-driven taxonomy, for the

same 599 utterances, there were 126 utterances on

which the annotators agreed and 473 utterances

on which they disagreed. By using the proposed

taxonomy, within the 473 utterances, 396 of them

turned into those on which the annotators could

agree. Our analysis revealed that utterances that

were annotated with either “Non-understanding”

or “Unclear intention” came to be reliably anno-

tated with “Ignore question.” In addition, “No rele-

vance” and “Non-relevant topic,” for which guess-

ing the dialogue scope seems difficult, came to

be reliably annotated with “Unclear intention.” In

addition, the introduction of “Wrong information”

greatly improved the inter-annotator agreement for

utterances that were otherwise labeled as “No rel-

evance,” “Unclear relation,” or “Lack of common

sense.”

When using the data-driven taxonomy, there

were 347 utterances on which the annotators

agreed and 252 utterances on which they dis-

agreed. By using the proposed taxonomy, within

the 252 utterances, 193 of them became those on

which the annotators could agree. Similarly to the

case of the theory-driven taxonomy, the introduc-

tion of “Wrong information” was successful. In

addition, such error types as “Unclear intention”

and “Topic-change error” came to be reliably an-

notated with “Unclear intention.”

Figure 1 shows a confusion matrix of annota-

tions by the crowd workers. The matrix is calcu-

lated by

mcc′ =
∑

(l,l′)

N
∑

n=1

wnclwnc′l′/

(

L

2

)

, (3)

which is the averaged weighted count of labels

where one annotator labels type c and another la-

bels type c′. An off-diagonal element with a large

value compared with its diagonal element means

confusion.

From the figure, we observed some confusions

between (i) (I5) Ignore question and (I10) Unclear

intention, (ii) (I10) Unclear intention and (I11)

Topic transition error, and (iii) (I10) Unclear in-

tention and (I12) Lack of information.

As for the confusion pattern (i), we observed

many cases where I5 and I10 were labeled together

for the same utterance. It is likely that failing to

answer a question can make its interpretation dif-

ficult, leading one to wonder why the system did

not respond appropriately.

Confusion pattern (ii) is probably caused by in-

dividual differences in recognizing the topic in the

utterances. A typical example is as follows.

(21) U: It is scary to get used to death.

S: What? Did you fall off a Tetrapod?

U: I didn’t.

S: Watermelons don’t grow on trees.

In this dialogue, at the last utterance, the system

suddenly talks about “watermelons.” Some anno-

tators focused on the word “watermelons” and con-
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Figure 1: Confusion matrix for integrated taxonomy. I1–I17 denote error types in Table 3. Upper off-diagonal part

is omitted because matrix is symmetric.

sidered the topic to be abruptly shifted. Other an-

notators sensed some connection in topics (prob-

ably between death and the growing of trees) but

could not recognize the underlying intention.

Confusion pattern (iii) was observed for sys-

tem utterances relatively short in length, which

suggests that individual differences of ability in

how much information can be complemented from

the dialogue context cause this type of confusion.

That is, if an annotator cannot complement the in-

formation, “Lack of information” is assigned; oth-

erwise, “Unclear intention” is assigned as in the

following example:

(22) U: Which do you like, domestic trips or

overseas trips?

S: Travel is expensive, isn’t it?

U: It depends on the tour plan. There are

ones you can go on cheaply.

S: Plans sound good.

The last utterance lacks words qualifying the

plans as well as explaining why or how they are

“good.” In such cases, it is likely that some annota-

tors considered some expression should be added

to specify the content of plans and assigned the

type “Lack of information,” while other annotators

could not understand why “plans” are good and in

what sense and used the label “Unclear intention.”

4.4 Distribution of error types

Table 5 shows the distribution of error types by

the proposed taxonomy for the data we used

for evaluation, which includes the data of the

three systems: DCM, DIT, and IRS. In addi-

tion, we also annotated the dialogues of two re-

cently developed neural-based chatbots, Hobbyist

DCM DIT IRS HBY ILA

I1 0.003 0.000 0.001 0.000 0.000
I2 0.030 0.001 0.005 0.000 0.000
I3 0.044 0.013 0.005 0.000 0.121
I4 0.002 0.565 0.001 0.300 0.181
I5 0.244 0.177 0.206 0.014 0.036
I6 0.003 0.003 0.000 0.000 0.012
I7 0.009 0.000 0.006 0.000 0.000
I8 0.002 0.002 0.001 0.000 0.000
I9 0.012 0.002 0.018 0.067 0.061
I10 0.334 0.170 0.458 0.094 0.205
I11 0.054 0.047 0.128 0.028 0.072
I12 0.130 0.002 0.106 0.033 0.024
I13 0.023 0.004 0.011 0.272 0.120
I14 0.020 0.006 0.016 0.083 0.072
I15 0.052 0.008 0.016 0.094 0.060
I16 0.015 0.000 0.019 0.000 0.024
I17 0.025 0.001 0.003 0.014 0.012

Table 5: Distribution of error types. Three most fre-

quent error types for each system are shown in bold.

(HBY) and ILYS-AOBA (ILA), by using two ex-

perts. For each of these two systems, we used

ten dialogues that we obtained via the organiz-

ers of the dialogue system live competition that

the systems were entered in (Higashinaka et al.,

2020a). HBY is a Japanese version of Blender-

Bot (Roller et al., 2020). It utilizes 2.1B utterance

pairs obtained from Twitter for pre-training and

was fine-tuned by using Japanese in-house chat

data (Sugiyama et al., 2020). ILA uses a similar ar-

chitecture but has been trained with smaller-sized

data (Fujihara et al., 2020)5. The two annotators

first annotated dialogue breakdown labels to sys-

tem utterances. Then, they performed the error-

type annotation on the utterances annotated with B

(breakdown) or PB (possible breakdown) labels.

The table shows that (I5) Ignore question and

5https://github.com/cl-tohoku/

ILYS-aoba-chatbot

https://github.com/cl-tohoku/ILYS-aoba-chatbot
https://github.com/cl-tohoku/ILYS-aoba-chatbot
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(I10) Unclear intention were frequent for DCM,

DIT, and IRS, whereas there was a tendency for

recent neural-based systems to suffer from (I4)

Wrong information and (I13) Self-contradiction.

It is interesting to see consistency in factuality

and personality becoming issues in recent systems.

This brief analysis shows that our taxonomy is

useful for grasping error types in various chat-

oriented dialogue systems.

5 Summary and Future Work

This paper proposed a new taxonomy of errors

in chat-oriented dialogue systems. We integrated

previously proposed theory- and data-driven tax-

onomies to create an integrated taxonomy. We

evaluated the integrated taxonomy with Fleiss’

kappa and found that our taxonomy was better

than the previously proposed ones. Although there

still remains some confusion between some error

types, the reasonable kappa values of our taxon-

omy verify its validity.

As future work, we want to test the language in-

dependence because we only worked in Japanese,

although we consider our taxonomy to be gener-

ally language-independent. Another possible use

of the taxonomy will be to use it as a guide-

line for artificially generating errors so as to im-

prove dialogue modeling in unlikelihood training

(Li et al., 2019). Although the proposed taxon-

omy will be useful for reducing errors by sys-

tems, it will be also interesting to consider ways

to recover from dialogue breakdowns after they

have occurred (Higashinaka et al., 2020b). Vari-

ous studies have been done on understanding how

people react during miscommunication, such as

by making repairs (Purver et al., 2018) and clarifi-

cation requests (Liu et al., 2014; Stoyanchev et al.,

2013; Rodríguez and Schlangen, 2004). We aim

to expand our work to deal with various phenom-

ena centering around dialogue breakdown. Fi-

nally, we have released the annotation manual6

(Japanese version and its English translation) so

that it can be used for the analysis of various chat-

oriented dialogue systems in the community.
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