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Abstract

This paper describes systems submitted to Se-
mEval 2021 Task 1: Lexical Complexity Pre-
diction (LCP). We compare a linear and a non-
linear regression models trained to work for
both tracks of the task. We show that both
systems are able to generalize better when
supplied with information about complexities
of single word and multi-word expression
(MWE) targets simultaneously. This approach
proved to be the most beneficial for multi-
word expression targets. We also demonstrate
that some hand-crafted features differ in their
importance for the target types.

1 Introduction

SemEval-2021 Task 1 is the task of Lexical Com-
plexity Prediction (LCP) (Shardlow et al., 2021).
The goal of the task is to assign a target in a con-
text a continuous value ranging between 0 and 1,
where 1 indicates complete unintelligibility and O
signals perfect familiarity as perceived by a native
speaker. The task has two tracks: predicting the
complexity score of single words and predicting
the complexity score of multi-word expressions
(MWE). Such a task can be useful in applications
like text simplification or automatic language profi-
ciency evaluation.

The CompLex dataset (Shardlow et al., 2020)
used in this task is the first English dataset for the
task of LCP. The dataset contains single words
and MWEs annotated with their lexical complexity
score in a specific context. The annotations were
provided by native speakers of English. The tar-
gets and their contexts were obtained from texts of
different domains: the Bible, Europarl, and biomed-
ical texts. The dataset opens several avenues for
research. For instance, how does the perceived
complexity of single words and MWE:s differ? How
does context affect the lexical difficulty of a target?

How does text genre affect comprehensibility of
words?

We were interested if there is a difference in
performance when using the same representation
methods for single words and MWEs. It was de-
cided to approach both tracks as the same problem.
We did not distinguish between MWEs and single
words and they both were treated as one lexical
unit. The same array of features was extracted to
represent the targets and linear and non-linear re-
gressors were trained using both subcorpora. This
strategy showed performance gains for both single
targets and MWEs. !

In addition, we wanted to investigate how much
the classic hand-crafted features like frequency and
length together with subword information and con-
textualized embeddings (not employed previously
for LCP) contribute to complexity estimation of
both single words and MWEs. We present the anal-
ysis of feature imortance rankings in Section 6.

2 Related Work

Complex Word Identification (CWI) is the task of
determining how difficult a lexical unit is to a target
audience (Shardlow, 2013). The knowledge about
the lexical unit complexity can benefit several NLP
tasks such as text simplification (TS) or applica-
tions related to second-language (L2) acquisition.
The goal of TS is to adapt a text to make informa-
tion, for example, news, more accessible for read-
ers. The TS target group can be language learners
(Petersen and Ostendorf, 2007), people with cog-
nitive disabilities (Yaneva et al., 2016) or people
with low literacy skills (Aluisio et al., 2010). One
of the strategies of TS is lexical simplification (LS).
LS is the task of substituting complex words with
simpler ones without changing the original mean-

!The code and notes are available at https://github.
com/katildakat/COMPLEX
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ing. To perform the LS one should first identify the
units that might pose a difficulty (Shardlow, 2013).

In the area of L2 acquisition, lexical complexity
information can be used both for generating study
materials appropriate for a learner’s level (Alfter
and Volodina, 2018) and for evaluating how profi-
cient a student is (del Rio, 2019).

To understand what makes a word complex for
a target audience, one needs to obtain data with
complexity annotated. The first manually labelled
resource for CWI (CWI 2016) was introduced
in SemEval-2016 Task 11 (Paetzold and Specia,
2016). It contained sentences with words marked
by non-native speakers of English as either diffi-
cult or easy to understand. A word was labelled as
complex if at least one annotator marked it as such.
Thus, words were classified in a binary fashion
without addressing the proficiency levels or native
languages of the annotators.

Another CWI dataset (CWI 2018) was presented
for BEA workshop 2018 (Yimam et al., 2018). It
contains CWIG3G2 datasets (Yimam et al., 2017)
expanded further with the French subcorpus. This
is a multilingual dataset with words and MWEs
marked as complex or simple within a given con-
text. There is no standard form for MWESs. The an-
notators were free to label any sequence of words
as a difficult MWE. The complexity judgments
were collected from native and non-native speakers.
In addition to the binary labels, the words were
also assigned an aggregated complexity score. The
score was computed as the proportion of annotators
that found a word complex.

In summary, in both CWI 2016 and CWI 2018
the annotators were not asked to provide a degree
of difficulty. The MWEs in CWI 2018 were not
clearly defined making the nature of their complex-
ity hard to investigate. The CompLex dataset used
in SemEval-2021 Task 1 was constructed to amend
the aforementioned faults of CWI 2016 and CWI
2018. First, it treats complexity as a continuous
value. Second, it bounds MWEs to only pairs of
adjective-noun or noun-noun phrases allowing for
more targeted research. We believe that models
trained using CompLex have more flexibility in
their application. For example, one could set a
threshold of complexity to account for different
language proficiency levels for both TS and L2
acquisition-related applications.

One of the goals of CWI is to establish what
makes a word complex. The reports for CWI 2016
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(Paetzold and Specia, 2016) and CWI 2018 (Yi-
mam et al., 2018) as well as the investigation of
CWI 2016 results (Paetzold and Specia, 2016) show
that such features as frequency and length are the
most predictive for establishing word complexity.
Moreover, according to the baselines provided by
SemEval-2016 Task 11 organizers (Paetzold and
Specia, 2016), the degree of polysemy of a word
was also quite successful. In addition to hand-
crafted features, the teams in both competitions
made use of different static word embeddings but
they didn’t outperform the frequency-based fea-
tures.

3 System overview

A linear and a non-linear models were compared.
We have trained a linear regression and a multilayer
perceptron using the same array of features. The
features can be divided into two categories: embed-
dings and hand-crafted features for both target and
context.

3.1 BERT Embeddings

For embeddings, it was decided to represent targets
and their context using BERT model (Devlin et al.,
2018). First, BERT is able to provide a target with
a representation dependent on the context. Second,
because of its next sentence prediction objective
during training, it is also able to produce a separate
representation for the whole sentence in the same
vector space as a target. We were interested to see
if target representation would benefit from combi-
nation with this additional context information.

When a single word target is present in the
BERT’s token vocabulary, it is represented sim-
ply as a vector assigned to it by the model. In the
case when a target is absent from the BERT’s vo-
cabulary, it is represented as an average vector of its
subword embeddings. MWE targets were always
represented as an average representation for their
BERT tokens. Contexts were assigned with [CLS]
token embeddings. Finally, target and context em-
beddings were combined into a mean vector of 768
dimensions. When used as features to represent
the training dataset in the linear regression model,
mean embeddings demonstrated a slightly better
performance on the trial data than concatenated
vectors. For this reason, we have opted for the av-
erage embeddings of targets and contexts instead
of the concatenation.



3.2 Hand-crafted features

In addition to contextualized embeddings, we were
also interested to explore other features. We were
especially interested to study how the target’s sub-
word information can be used to explain its com-
plexity value. The final set of features was as fol-
lows:

1. The number of BERT vocabulary tokens (an
average number for MWE) in a target. This
feature was chosen because it implicitly con-
tains frequency information about a target.
BERT uses WordPiece tokenizer (Wu et al.,
2016). WordPiece is a frequency-based word
segmentation algorithm. It learns to unite
substrings into new vocabulary items to in-
crease the likelihood of its training data. This
means the targets that were tokenized into sev-
eral BERT tokens were infrequent in the tok-
enizer’s training data.

2. A BERT score for a masked target. This fea-
ture was intended to convey information about
how easy it is to predict a target in a given con-
text. This approach however has a downside
for our specific BERT implementation: BERT
base model was trained to predict a randomly
masked WordPiece token not a whole word
token. It was decided that all single word tar-
gets are to be replaced with one MASK token.
An average log probability to appear in place
of a mask for every target subtoken was col-
lected. MWE targets were substituted with
two MASK tokens. An average log probabil-
ity for subtokens of both words is collected,
summed and divided by two.

3. A number of subwords a target is divided into
(an average number for MWE) by a Morfes-
sor segmentation model (Virpioja, 2013). This
feature was expected to be a better complex-
ity predictor than a target length in characters
since it might be able to indicate a number of
word parts connected to semantic or grammat-
ical meaning.

4. An average frequency of subwords a target
contains. This feature was expected to reflect
how easy it would be to derive a meaning
from word subparts. The frequencies were
estimated using the segmentation model. In
CWI 2018 the character n-gram frequency
information employed by (Alfter and Pilan,
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2018) achieved high results. The success of
this approach might be supported by the ev-
idence that morphological awareness affects
how both native and non-native speakers pro-
cess words (Kimppa et al., 2019) (Deacon
et al., 2014). This feature was chosen to in-
vestigate if frequency of morpheme-like sub-
words is a also a good lexical complexity pre-
dictor.

5. A number of WordNet synsets (Fellbaum,
1998) that a target is present in. This feature
was used to provide the information on the tar-
get’s degree of polysemy. For the MWEs, we
counted both synsets for the whole expression
as well as synsets where either of the parts is
present.

6. The length of a target in characters (an average
length for MWEg).

7. Finally, we have chosen to include word fre-
quency (an average frequency for MWEgs).
Frequency information is known to be a good
predictor for complexity, so it was reasonable
to use it as a baseline to compare other fea-
tures to.

For the submitted system, the embedding fea-
tures were concatenated with hand-crafted features
into 775 dimensional vector. This vector was used
as an input to both regressor types.

We have also investigated if the described setup
would benefit from feature selection. We decided
to half the original feature vector’s size in half by
leaving only 400 most informative dimensions. For
the linear model, the dimensions were ranked by
their F-score. The mutual information was used to
chose the dimensions for the neural model.

4 Experimental setup

4.1 Data

During the system development phase, models
were trained only with the train subsets of the data,
and then their performance was evaluated on trial
subsets. For the final submission, both linear and
non-linear models were trained with all the data
available (single target train and trial, MWE target
train and trial).



LR all | NNall | LR 400 | NN 400
Singles | 0.666 | 0.712 | 0.688 0.707
MWEs | 0.783 | 0.785 | 0.796 | 0.774

Table 1: Joint System Results

4.2 Parameters and Tools

Both linear regression and neural network models
were trained with scikit-learn 0.24.0 2. It was also
used for the feature selection process. The neural
network model is a simple Multilayer Perceptron
regressor with one ReLu layer of 20 neurons and
alpha parameter set to 0.9. Using 8-fold cross val-
idation procedure on all labelled data, we noticed
that smaller layer sizes and larger alpha parameters
produced better results. However, we feel it is im-
portant to note that the hyperparameters were not
tuned with proper care, and we believe that better
configurations might be possible.

We used BERT base model (cased) to get contex-
tualized embeddings. The cased model was chosen
because in CompLex dataset case plays an impor-
tant role when distinguishing a target from other
words in context. The model was used through the
4.0.0 version of transformers library (Wolf et al.,
2020).

The Morfessor segmentation model was trained
with Morfessor 2.0% using logarithmic frequency
dampening for words in the data, and with the cor-
pus weight parameter a = 0.1. The text used for
the segmentation model comes from samples of all
subcorpora in The Corpus of Contemporary Amer-
ican English (COCA) but for the Academic texts®.

The WordNet was used via NLTK 3.4°. The
word frequencies were obtained using the Zipf fre-
quency estimates in the 'best” wordlist of wordfreq
library® (Speer et al., 2018).

5 Results

The results of the systems trained jointly with sin-
gle and MWE targets are presented in Table 1. The
results for the systems trained with each subcorpus
separately are reported in Table 2. The results in
both tables are given using Pearson correlation co-

2scikit-learn https:
//scikit—-learn.org/stable/index.html

*Morfessor 2.0 morfessor . readthedocs.io

‘coca samples www.corpusdata.org/formats.
asp

SNLTK https://www.nltk.org/

Swordfreq
https://pypi.org/project/wordfreq/
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LR NN
Singles | 0.669 | 0.706
MWE:s | 0.678 | 0.752

Table 2: Separate Systems Results

S+MWE S MWE
FEATURE | m f m f m f
len_tok 1 1 1 1 1 1
bert_prob 2 2 2 2 3 2
morf_len 3 3 4 3 2 3
morffreq |9 8 | 8 53 | 109 338
n_senses 5 13 | 3 4 5 5
len_char 4 110 | 5 197 | 8 11
word_freq | O 0 0 O 0 0

Table 3: Importance Ranks for Hand-crafted Features

efficients for the test data indicated by row names.
LR stands for the linear regression model, and NN
stands for the neural regressor. Captions "all” and
’400” distinguish between models trained using all
775 dimensions or 400 with the best scores.

For the single word track, the Codal.ab system
for some reason accepted only the linear scores,
and for the MWE track Codal.ab, conversely, ac-
cepted only non-linear model predictions. More-
over, the top score for the linear model in the single
word track was reported without using Morfessor
features.

6 Discussion

As can be seen from the results tables, two trends
are obvious: MWE targets always benefit from
being trained together with single word targets, and
the non-linear model tends to slightly outperform
the linear one. This can be contributed both to the
nature of MWE and to the smaller size of the MWE
subcorpus. Although the linear system trained with
only single word targets showed better results than
the joint one, the non-linear model has also gained
from the information about both types of targets
when predicting single word complexity. Finally,
the feature selection procedure was able to improve
the performance of the linear model.

We were interested to find what features for
MWESs and single words signal lexical complexity
in a similar manner and what features differ in their
usefulness. For this purpose, we collected F-scores
and mutual information values for the hand-crafted
features evaluated for the joint dataset as well as


https://scikit-learn.org/stable/index.html
https://scikit-learn.org/stable/index.html
morfessor.readthedocs.io
www.corpusdata.org/formats.asp
www.corpusdata.org/formats.asp
https://www.nltk.org/
https://pypi.org/project/wordfreq/

for the target type subcorpora.

The ranks of hand-crafted features according to
their F-scores and mutual information values can
be found in Table 3. The features are listed in the
same order as they were presented in Section 3.2.
The names of the columns reflect the content of the
dataset divisions that were explored: S stands for
the single targets part of the data, MWE stands for
the examples with only MWE targets, and S+MWE
marks the results for the joint dataset. The mutual
information ranks can be found in 'm’ columns and
F-scores are given in ’f’ columns. The ranks are
reported for the features evaluated with the train
and the trial parts of the corpus simultaneously.

The information collected in Table 3 shows some
differences in feature importance for predicting
single word targets and MWE targets, as well as,
differences in how suitable some features are for
linear and non-linear models. Moreover, the consis-
tency of how high most of the hand-crafted features
rank indicates that they remain relevant for LCP
and CWI tasks even in presence of such modern
approaches as contextualized embeddings.

All hand-crafted features were present in the top
20 highest scored dimensions with mutual informa-
tion for the joint data and for the single target data.
For the MWE targets, information about morph
frequency played a less important role placed at
only 110 place. Moreover, with the F-score rank-
ings, morph frequency was absent in the top 20
dimensions from all the data configurations.

Target length in characters has not appeared in
the top 20 most correlated features for the joint
dataset and for the single targets, but it was still rel-
evant for MWEs. Word frequency was rated as the
highest correlated feature in all setups, it was fol-
lowed by the BERT token number feature. These
two features were followed by morph number and
by the probability of a masked target. Surprisingly,
the subword frequency feature was not as success-
ful. The reason for this can be the small amount of
data it was estimated on.

7 Conclusion

This paper presents the results of two systems sub-
mitted to SemEval 2021 Task 1: Lexical Complex-
ity Prediction (LCP). We show that training a sys-
tem jointly with single word targets and MWE tar-
gets benefits the predictability of both target types,
especially the MWEs. We also show that the fre-
quency of subwords feature is more predictive for
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single targets, while length of a target in characters
is more useful for MWE complexity estimation. Fi-
nally, we show that classic frequency feature is still
the most predictive one, even when used together
with new contextualized embeddings.

For the future work, we would like to explore
if the underwhelming results of the subword fre-
quency feature can be amended by collecting statis-
tics from a larger resource. Another thing we would
like to research is what makes the joint training
with single and MWE targets successful. Is it the
smaller amount of data available for MWEs? Or
is it the nature of noun-noun and adjective-noun
MWE expressions? Does the second word of the
pair contribute more to the MWE complexity and
thus compares better to single word targets?
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