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Abstract

This paper describes the winning system in
the End-to-end Pipeline phase for the NLP-
ContributionGraph task. The system is com-
posed of three BERT-based models and the
three models are used to extract sentences,
phrases and triples respectively. Experiments
show that sampling and adversarial training
can greatly boost the system. In End-to-end
Pipeline phase, our system got an average F1
of 0.4703, significantly higher than the second-
placed system which got an average F1 of
0.3828.

1 Introduction

The Knowledge Graph (KG) describes the con-
cepts, entities and their relationships in the objec-
tive world in a structured form, expresses Internet
information in a form closer to the human cogni-
tive world. Information extraction is the first step
of the KG construction. Information extraction
is a technology that extracts structured informa-
tion such as entities and relationships from semi-
structured or unstructured data automatically. Sim-
ilarly, as the rate of research publications increases,
it is critical to construct Knowledge Graphs to rep-
resent scholarly knowledge efficiently. The tar-
get of the NLPContributionGraph task (D’Souza
et al., 2021) is to find a systematic set of patterns
of subject-predicate-object statements for the se-
mantic structuring of scholarly contributions that
are generically applicable for NLP research arti-
cles, then apply the discovered patterns in the cre-
ation of a larger annotated dataset for ingesting the
dataset into the Open Research Knowledge Graph
infrastructure to assist users manually manage their
article contributions. Our task consists of three
sub-tasks: Sentences Extraction (SE), Phrases Ex-
traction (PE) and Triples Extraction (TE).

The dataset used in the NLPContributionGraph
task contains hundreds of Natural Language Pro-
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cessing (NLP) scholarly articles annotated for their
contributions. Each article is written in English
and contains three types of annotation informa-
tion: 1) contribution sentences; 2) scientific term
and predicate phrases from the sentences; and 3)
subject-predicate-object triple statements from the
phrases toward KG building.

Our code is available at https://github.com/
itnlp606/nlpcb-graph.

2 Related Work

In recent years, pretrained language models (Pe-
ters et al., 2018; Devlin et al., 2019; Sun et al.,
2019; Lan et al., 2020) have achieved impressive
performance in various NLP tasks including infor-
mation extraction. BERT (Devlin et al., 2019) uses
Bidirectional Transformers (Vaswani et al., 2017)
to pretrain the model on the Masked Language
Model (MLM) task and the Next Sentence Predic-
tion (NSP) task and advances the state-of-the-art
for eleven NLP tasks. The system presented in this
paper is based on fine-tuning BERT. This section
will introduce two strategies to boost the BERT
model.

2.1 Sampling

In classification tasks, we often encounter uneven
distribution of positive and negative samples. Un-
der such distribution, the model may not be able
to make accurate predictions. The trained model
naturally tends to predict the majority set, and the
minority set may be considered as noise. Com-
pared with the majority set, the minority set is
more likely to be misclassified. Modifying loss
function (Lin et al., 2017; Li et al., 2019) and
sampling methods (Chawla et al., 2002; Liu et al.,
2009) are valid approaches to solve this problem,
and the later was adopted in our system. Over-
sampling achieves sample balance by increasing
the number of minority samples in classification.
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The most direct method is to simply copy the mi-
nority samples to form multiple records. The dis-
advantage of this method is that if the sample fea-
tures are few, the model is easy to overfit. SMOTE
(Chawla et al., 2002) interpolates between samples
of the minority class to generate additional sam-
ples. Under-sampling achieves sample balance by
reducing the number of samples of the majority
class in classification. The most direct method is
to randomly remove some samples of the majority
class. EasyEnsemble (Liu et al., 2009) divides the
majority samples into several parts randomly, so
the data of each part is equal to the number of mi-
nority samples. Then, multiple models are trained
on different parts of data, and the output of each
model will be integrated. BalanceCascade (Liu
et al., 2009) combines a subset of the majority class
with the minority class to train the model, then dis-
cards the samples that are correctly classified in the
next round, so that the subsequent base learner can
pay more attention to those samples that are incor-
rectly classified. Our model uses under-sampling
for sentences extraction and triples extraction. For
different tasks, diverse sampling strategies have
been adopted.

2.2 Adpversarial training

As machine learning model is vulnerable to some
small worst-case perturbations, adversarial train-
ing (Goodfellow et al., 2014) aims to make the
Al systems safer by improving the robustness of
the model. In Computer Vision tasks, adversar-
ial training usually hurts the generalization of the
model. However, Miyato et al. (2017) adopted ad-
versarial training in text classifying by applying
perturbations to the word embeddings, which can
improve both generalization and robustness of the
NLP models.

Considerable efforts have been made to find bet-
ter adversarial perturbations. The Fast Gradient
Sign Method (FGSM) (Goodfellow et al., 2014)
generates adversarial examples by formulation:

T =+ T4

Tadv = ESigIl (V:I)J(ea Z, y))

where x are the embeddings of the input text, 74,
are the adversarial perturbations, 8 are model pa-
rameters, & are embeddings of adversarial exam-
ples that are used to update the model. The Fast
Gradient Method (FGM) (Miyato et al., 2017) is
another generation of FGSM in which the pertur-

bations are normalized by gradients:

g
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where g = V3 logp(y | x; 9)

Madry et al. (2018) used a min-max formulation
as follows to cast both attacks and defenses into a
common theoretical framework,

min {E(m,y)ND [rpeag L0, +, y)} }

in this formulation, the inner maximization prob-
lem describes attack which aims to find the most ad-
versarial data leading to a high loss, the outer min-
imization problem describes defense which aims
to find the most robust model. They also proposed
Projected Gradient Descent (PGD) that uses a it-
erative algorithm to generate the most adversarial
data.

The Friendly Adversarial Training (FAT)
(Jingfeng et al., 2020) adopted by our team is an
early-stopped version of PGD, its adversarial data
was generated by a min-min formulation as follow-
ing:

T; =arg ;zer%i(r:;') 14 (f(f:), yi)

s.t. g(f(j)vyz) - I;éljr}g(f(j%yz) >p

different from PGD, FAT generates friendly adver-
sarial data rather than the most adversarial data,
p > 0is a margin that indicates the confidence of
adversarial data being misclassified. FAT is more
computationally effecient than PGD, and model
trained with FAT can reach higher accuracy.
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Figure 1: System Overview

3 System Description

For three sub-tasks in NLPContributionGraph, we
designed four modules to implement these tasks.
These modules use fine-tuning BERT with FAT as
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Figure 2: Both of the Sentences Extractor and the Triples Extractor are build by the BERT-based classification

model.

the base model and adopt different boosting meth-
ods to improve overall results. The full framework
of the system is shown in Figure 1. The three
extractors can extract contribution information by
classification. The Triples Generator can convert
discrete phrases into triples. These modules will
be explained further in following sections.

3.1 Sentences Extractor

The system uses the Sentence Extractor to solve
the SE task. The extractor can extract the sentences
that have the contribution information such as re-
search problem, code, etc. As shown in Figure
2a, the Sentences Extractor uses the sentence con-
text and paragraph heading as additional features
and uses BERT as a binary classifier to determine
whether the sentence contains the contribution in-
formation. In an annotated paper, most sentences
do not contain the contribution information. There-
fore, we adopted an under-sampling strategy. In
the training process, the ratio of positive samples
and negative samples is fixed to an integer for each
batch to ensure that the model will not overfit on
negative samples. The ratio is a hyperparameter
that needs to be tuned in the training process.

3.2 Phrases Extractor

The Phrases Extractor can extract contribution
phrases from the sentences to solve the PE task.
For this task, the BERT-based sequence labeling
model is effective. The phrases predicted by the
trained model will sometimes be incomplete, result-
ing in high recall and low precision. Fortunately,
ensembling learning can solve this problem well.
In the competition, we trained ten different mod-
els by ten-fold cross-validation. After training, the
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trained models will make their own predictions,
and the module will count the number of votes for
each phrase. Only phrases with more than a certain
number of votes will be seen as a valid output.

3.3 Triples Generator

After the Phrases Extractor completes the predic-
tion, we can obtain discrete phrases. The role of
the Triples Generator is to convert these phrases
into triples through permutation and combination.
This section will introduce two methods to finish
this task.

Language Model Approach Language models
are usually used to evaluate the probability of a
sentence. The triples to be extracted are composed
of subject, predicate and object, which are compo-
nents of a sentence. This approach uses a language
model to evaluate the probability of triples. The
input of the module is all permutations of contri-
bution phrases, and the permutation that has the
highest probability will be the output of the mod-
ule, which are candidate triples.

Combination Approach Due to the lack of data,
the prediction made by language model is not ac-
curate. In the annotated data, the order of about
ninety percent of the triples is sequential. In order
to deal with the insufficient representation ability
of the language model, we directly use the com-
bination of all serial phrases as the output of this
module. In the competition, we adopted Combina-
tion Approach as the Triples Generator.

3.4 Triples Extractor

The Triples Extractor can classify all candidate
triples based on the BERT model. As shown in
Figure 2b, sentences and triples are separated by



hash marks, and inputted into BERT for classifica-
tion. Unfortunately, the trained model will easily
overfit on negative samples due to the large number
of combinations. Therefore, we need to adopt the
under-sampling strategy to boost the base BERT.
For complex combinations, the module combines
two strategies to select negative samples:

Random Replacement (RR) For each of the
three phrases in the positive sample, we will ran-
domly select one and replace it with another phrase.

Random Selection (RS) Randomly select three
phrases that are not positive samples.

The module combines the two sampling methods
above to generate negative samples. For each batch,
it fixes the ratio of positive and negative samples to
generalize better.

4 Experimental Setup

In this section, we did some ablation analysis on the
validation set for the boosting methods proposed
in this paper, and gave some analysis through the
experimental results.

4.1 Adversarial Training

We tested the performance of different adversar-
ial training approaches. Table 1 shows that FAT
achieved the best results in all three tasks. Es-
pecially in the SE task, adversarial training can
greatly improve the model’s performance. During
the experiment, we also found that if adversarial
training is not applied, training will converge in
an average of five epochs. If the system uses ad-
versarial training, the training will last for about
twenty epochs and will continuously improve the
performance on the validation set. The perturba-
tions added by the adversarial training make the
model generalize better. In addition, ensembling
is not applied in the PE task, so the F1 score of
this task is low. This issue would not affect the
experimental results.

Task Natural FGM FAT

SE 0.4112 0.5527 0.5615
PE 0.2011 0.2128 0.2231
TE 0.4641 0.4740 0.5176

Table 1: F1 scores of Natural training (no adversarial
training), FGM and FAT.
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4.2 Sentences Features

We randomly selected five domains of papers to test
the effect of different features on the SE task. These
domains are Question Answering (QA), Relation
Extraction (RE), Sentence Classification (SCy),
Sentence Compression (SC2) and Text Generation
(TG).

Table 2 shows that adding either context or title
can significantly improve the accuracy of classi-
fication and the best results can be achieved by
concatenating both of them.

Domain Natural Title Context T&C
QA 0.4068  0.5294 0.6471 0.6977
RE 0.4516  0.5128 0.5781 0.5827
SCy 0.3636  0.5417 0.7391 0.7826
SCo 0.5600  0.5714 0.5926 0.6667
TG 0.4681 0.5424 0.5385 0.5763

Table 2: F1 scores while adding different features.
Té&C means adding both Title and Context.

4.3 Triples Extractor Sampler

In the TE task, RR and RS are applied as the sam-
pling methods. Without the under-sampling strat-
egy, the model is difficult to converge. Table 3
shows the performance of different sampling meth-
ods on papers in various domains. Among them,
the combination of RR and RS strategies achieved
the best results. The diversity of the sampling strate-
gies improves the generalization.

Domain RR RS RR&RS
QA 0.3621 0.3592 0.4267
RE 0.3782 0.4033 0.4163
SCy 0.3359 0.3505 0.3692
SCy 0.4585 0.4623 0.4777
TG 0.4900 0.5351 0.5748

Table 3: Macro-F1 scores with different triple sampling
methods

4.4 Evaluation Results

In End-to-end Pipeline phase, our system got F1
scores of 0.5619, 0.4522 and 0.1379 in tasks SE,
PE, TE, respectively. Our system has achieved
good results on tasks SE and PE, but task TE can
still be improved. Since our system only consid-
ers sequential triples, some triples will be missed,
which can be a defect of our system.



5 Conclusion

BERT is a powerful model that has considerable
applications in numerous fields of NLP. Using
BERT in the NLPContributionGraph task allows re-
searchers to read papers more efficiently. The meth-
ods of adversarial training and sampling proposed
in this paper can greatly boost the performance of
BERT on this task and can also offer some thoughts
for future work on knowledge extraction of papers.
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Appendix

This section will list the hyperparameters used in
the competition, which can help researchers repli-
cate the experiments conducted in this paper.

¢ Global
— Batch size: 16
— Learning rate (Adam): Se-5
— Pretrained model: BERT-base

— Word embedding size: 512
— Hidden layer size: 768

e Task SE

— Number of senteces in the context: 2
— Positive and negative sample ratio: 1:3

* Task TE

— Positive and RS sample ratio: 1:3
— Positive and RR sample ratio: 1:3
— Positive and negative sample ratio: 1:6


https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423

