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Abstract

This paper describes the system submitted to 
SemEval 2021 Task 5: Toxic Spans Detec-
tion. The task concerns evaluating systems 
that detect the spans that make a text toxic 
when detecting such spans are possible. To ad-
dress the possibly multi-span detection prob-
lem, we develop a start-to-end tagging frame-
work on the top of RoBERTa based language 
model. Besides, we design a custom loss func-
tion which take distance into account. In com-
parison to other participating teams, our sys-
tem has achieved 69.03% F1 score, which is 
slight lower (-1.8 and -1.73) than the top 1 
(70.83%) and top 2 (70.77%), respectively.

1 Introduction

In recent years, social networks and microblog-
ging sites’ popularity have increased, attracting
more users. With a huge user base, social media
will continue to publish a large amount of user-
generated content. As the use of social media
increased, other undesirable phenomena and be-
haviors emerged. Social media users often abuse
this freedom to spread abusive or hateful posts or
comments. In many cases, the user-generated con-
tent is offensive or proactive, and users may have to
deal with threats such as cyberattacks or cyberbully-
ing, and other undesirable (Warner and Hirschberg
2012). Therefore, the issue of detecting and pos-
sibly limiting the spread of toxic post has become
increasingly important.

Although several toxicity or abusive language de-
tection datasets (Wulczyn et al. 2016; Borkan et al.
2019) and models (Borkan et al. 2019; Pavlopou-
los et al. 2017; Zampieri et al. 2019) have been
released, most of them classify whole comments or
documents, and do not identify the spans that make
a text toxic. But highlighting such toxic spans can
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assist human moderators (e.g., news portals mod-
erators) who often deal with lengthy comments, 
and who prefer attribution instead of just a system-
generated unexplained toxicity score per post. The 
evaluation of systems that could accurately locate 
toxic spans within a text is thus a crucial step to-
wards successful semi-automated moderation.

For this reason, SemEval 2021 set up the task 
Toxic Spans Detection to detect and extract the 
spans that make a text toxic, when detecting such 
spans is possible (Pavlopoulos et al. 2021). To ad-
dress the possibly multi-span extraction problem, 
we develop a start-to-end tagging framework with 
custom distance loss, which can tag the start and 
end position of a toxic span. Based on this scheme, 
we can effectively deal with the multi-span extrac-
tion problem.

The rest of the paper is organized as follows: 
Section 2 provides system overview. Section 3 
describes our approach in detail. Our experiment 
is discussed in Section 4. We conclude our work in 
Section 5.

2 System Overview

2.1 Preprocessing and Word Embedding

The training dataset contains 3 columns:
ID - Contains a unique number to identify each 

training example.
Spans - Contains a list of indexes that indicates 

the position of toxic spans.
Text - Contains the text that need to detect and 

extract the toxic spans.
Note that the spans are not given in text, We 

transformed the indexes to text first. Besides, we 
append the ”negative” word to the end of each post 
serving as the indicator. We use word embeddings 
as input to the model. Word embedding is a dis-
tributed vector representation of words (Mikolov 
et al. 2013), capturing the syntactic and semantic in-
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formation of words. Effective word embedding can 
get better performance. After comparison, we use 
the RoBERTa-based pre-training language models 
as sentence encoder for word embedding.

2.2 Sequence Tagging
Sequence tagging as a general methods can be used 
in wide applications, such as named entity recogni-
tion, relation extraction, machine reading compre-
hension and so on.

The tagging scheme can be divided into BIO 
(Zheng et al. 2017), BIOES (Huang et al. 2015) and 
others, in which B denotes the first token of an 
output span, I denotes subsequent tokens in a span, 
O denotes tokens that are not part of an output span, 
E denotes the last token of an output span and S 
denotes token that is an output span.

3 Model Description

Our model has two steps as follows: 1. Concatenate 
the ”negative” word at end of each post. 2. Obtain 
the word embedding of each token in the post to 
form the final representation and predict the start 
and end probabilities for each token as output.

Figure 1 shows the general structure of the sys-
tem. More details for the systems components are 
shown in the following subsections.

3.1 Embedding Layer
As input sequence X of length T is composed of 
word tokens: X = {x1, . . . , xT }. Each token xt is 
replaced with the corresponding vocabulary index 
V (t). The embedding layer transforms the token 
into vector et ∈ Rd which is selected from the 
embedding matrix E according to the index, where 
d is the dimensionality of the embedding space.

In order to indicate the model extract toxic or 
negative spans, we append the word embedding 
vector of ”negative” to the end of each post. We 
take the mean of last two hidden layer’s weight as 
word embedding. The example of sentence con-
structed is also shown in Figure 1.

3.2 Tagging scheme
Although the classical BIOES tag based model can 
obtain competitive result, we think the training 
dataset is not big enough to learn so many tags. 
So different the above methods, we apply the start-
to-end tagging scheme that predicting start and end 
probabilities for each token. The different target se-
quence used by several loss function are as shown 
in Figure 1.

3.3 Loss Function
3.3.1 Classical Cross-Entropy Loss
At the beginning, we use the classical binary cross-
entropy loss, which creates a criterion that mea-
sures the Binary Cross Entropy between the target
and the output. The loss can be described as:

`(x, y) = L = {l1, . . . , lN}>

ln = − [yn · log xn + (1− yn) · log (1− xn)]

3.3.2 Label Smoothing Loss
Consider that, we are using roBERTa(Liu et al.
2019) as encoder, which is a large pre-trained lan-
guage model. and may cause the over-fitting prob-
lem. To prevent this, we apply the label smooth-
ing(Szegedy et al. 2015) method and change the
’0’ in the target sequence to small value 0.025. The
computation method is same with cross-entropy
loss.

3.3.3 Kullback-Leibler Divergence Loss
Besides the handcrafted label smoothing loss, we
also tried the KLDivLoss, which is a useful dis-
tance measure for continuous distributions and is
often useful when performing direct regression
over the space of (discretely sampled) continuous
output distributions.

The target sequence is the same with the above
binary cross-entropy loss. The loss can be de-
scribed as:

l(x, y) = L = {l1, . . . , lN}

ln = yn · (log yn − xn)

where the index N spans all dimensions of input
and L has the same shape as input.

3.3.4 Custom Distance Loss
We notice that the cross-entropy loss pay equal
weight to each position’s loss, no matter how far the
distance between it and the target. To penalize more
on the distant false prediction, we propose a custom
distance loss, which use an auxiliary sequence that
generated by insert equal interval from 0 to 1 center
on the ’1’ target. And use the mean dot product to
compute the distance loss.

4 Evaluation

4.1 Data
The shared task provides trail, training and testing
datasets to be used by all participants. The statistics
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Figure 1: Start-to-end Tagging Framework

of trail, training and testing dataset can be shown
in Table 1.

Trail Train Test
Without span 43 485 394

With span 647 7454 1606
Total 690 7939 2000

Table 1: Datasets for SemEval-2021 Task 5

In this task, we apply the 5-fold cross-validation
method and only use the official training data set
for training and validating.

4.2 Evaluation Measure

To evaluate the responses of a system, we employ
the F1 score, as in Martino et al. 2019. Let system
Ai return a set StAi

of character offsets, for parts of
the post found to be toxic. Let Gt be the character
offsets of the ground truth annotations of t. We
compute the F1 score of system Ai with respect to
the ground truth G for post t as follows, where ||
denotes set cardinality.

F t
1 (Ai, G) = 2·P t(Ai,G)·Rt(Ai,G)

P t(Ai,G)+Rt(Ai,G)

P t (Ai, G) =

∣∣∣St
Ai
∩St

G

∣∣∣∣∣∣St
Ai

∣∣∣
Rt (Ai, G) =

∣∣∣St
Ai
∩St

G

∣∣∣
|St

G|

If StG is empty for some post t (no gold spans are
given for t), we set F1t (Ai,G) = 1 if StAi

is also
empty, and F1t (Ai,G) = 0 otherwise. We finally

average F1t (Ai, G) over all the posts t of an evalu-
ation dataset T to obtain a single score for Ai.

4.3 Experiments

The model is implemented using Pytorch (Paszke 
et al. 2019). We experiment with RoBERTa (Liu 
et al. 2019) based pre-trained language model as en-
coder, including RoBERTa-base-squad2(Deepset), 
twitter-RoBERTa-base-sentiment (Barbieri et al. 
2020) and DistillRoBERTa-base (Sanh et al. 2019) 
And we take the average of last two hidden layers’s 
weights as embedding. Our model is trained with 
AdamW (Loshchilov and Hutter 2017) optimizer 
with initial learning rate 0.00003 and weight de-
cay coefficient 0.012. The max sequence length is 
512 and dropout (Srivastava et al. 2014) rate is 0.5 
to prevent our model from over fitting. And the 
threshold is set to 0.5. The final submission which 
scores 69.03 is equipped with both the bi-nary 
cross-entropy loss, custom distance loss and 
voting ensemble mechanism.

4.4 Results and Analysis

In order to evaluate the effect of the custom loss 
function, we compare our approach with its variant.

Variant 1: The variant only use the cross-entropy 
loss.

Variant 2: The variant only use label smoothing 
loss.

Variant 3: The variant only use Kullback-Leibler 
divergence loss.

We take DistillRoBERTa-base as encoder for 
all of the above experiments. Table 2 show that 
the variant 2 model has the lowest score, which
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Model F1 score
Variant 1 0.6662
Variant 2 0.6347
Variant 3 0.6618

Our Model 0.6754

Table 2: Performance of Our System and Its Variants

may cased by the enormous ’0’ label. Besides,
the model with binary cross-entropy loss and cus-
tom distance loss obtains the best result. Thus we
decide to use the model as our final ensembling
element.

4.5 Voting Ensemble

As mentioned above, we tried several RoBERTa
besed pre-trained language model as encoder. In
this section, we will discuss the performance dif-
ference between them.

Encoder F1 score
DistillRoBERTa-base 0.6754

RoBERTa-base-squad2 0.6793
twitter-RoBERTa-base-sentiment 0.6742

Table 3: Performance of Different Encoder

As shown in Table 3, we can find that the over-
all score’s difference is slight. But when we take 
a closer look at the performance, the result on sin-
gle example is different. And the RoBERTa-base-
squad2 encoder achieved best result, which may 
caused by the training method.

Text: ”good side of trump? are you kidding me?
trump has no good side all bad, he is divisive, a 
racist and bigot, pathological liar, scammer, tax 
cheat, sexual pervert,”

Golden Spans: [’pathological liar’, ’scammer’, 
’sexual pervert’]

DistillRoBERTa-base: [’racist and bigot’, ’sex-
ual pervert’]

RoBERTa-base-squad2: [’racist’, ’scammer’, 
’sexual pervert’]

twitter-RoBERTa-base-sentiment: [’racist and 
bigot, pathological liar, scammer’, ’sexual pervert’]

As shown above, Complementing and correcting 
each other may improve the overall performance 
due to the difference. This is exactly what ensemble 
learning is good at. Ensembling of several models 
is widely used method to improve the performance 
of the overall system by combining predictions of

several models, such as as for they provide comple-
mentary information.

Considering this, we decide to apply the model
ensemble methods, particularly the vote mecha-
nism was applied. In which, if the number of oc-
currences of one index is bigger than 3 in the all
above model’s predictions, the index will be add to
the final result, otherwise it will be exclude. The
ensemble result obtains 69.03% F1 score on the test
data set without any rule correction or dictionary
based post process. Our model ranks in the top 10
among nearly 100 participating teams with slight
lower (-1.8 and -1.73) than the top 1 (70.83%) and
top 2(70.77%), respectively.

5 Conclusion and future work

In this paper, we propose a start-to-end tagging
framework with custom distance loss function for
SemEval-2021 Task 5. The performance of our
model which is equipped with distance loss and
voting mechanism better than its variants. But the
distance loss target is assigned manually, which
may have low generalization ability to different
data set and task. We will try to improve its perfor-
mance and apply this tagging scheme to other task
in future work.
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