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Abstract

In this paper, we introduce the first SemEval
task on Multilingual and Cross-Lingual Word-
in-Context disambiguation (MCL-WiC). This
task allows the largely under-investigated in-
herent ability of systems to discriminate be-
tween word senses within and across lan-
guages to be evaluated, dropping the require-
ment of a fixed sense inventory. Framed as a bi-
nary classification, our task is divided into two
parts. In the multilingual sub-task, participat-
ing systems are required to determine whether
two target words, each occurring in a differ-
ent context within the same language, express
the same meaning or not. Instead, in the cross-
lingual part, systems are asked to perform the
task in a cross-lingual scenario, in which the
two target words and their corresponding con-
texts are provided in two different languages.
We illustrate our task, as well as the con-
struction of our manually-created dataset in-
cluding five languages, namely Arabic, Chi-
nese, English, French and Russian, and the
results of the participating systems. Datasets
and results are available at: https://github.com/
SapienzaNLP/mcl-wic.

1 Introduction

During recent decades, the field of Natural Lan-
guage Processing (NLP) has witnessed the de-
velopment of an increasing number of neural ap-
proaches to representing words and their mean-
ings. Word embeddings encode a target word type
with one single vector based on co-occurrence in-
formation. However, word embeddings conflate
different meanings of a single target word into
the same representation, thus they fail to capture
the polysemous nature of words. To address this
limitation, more sophisticated representations such
as multi-prototype and contextualized embeddings
have been put forward. Multi-prototype embed-
dings concentrate on the semantics which underlie

a target word by clustering occurrences based on
their context similarities (Neelakantan et al., 2015;
Pelevina et al., 2016). In an effort to exploit the
knowledge derived from lexical-knowledge bases,
Iacobacci et al. (2015) introduced a new approach
which allows sense representations to be linked
to a predefined sense inventory. More recently,
contextualized embeddings were proposed. These
representations are obtained by means of neural
language modeling, e.g. using LSTMs (Melamud
et al., 2016) or the Transformer architecture (De-
vlin et al., 2019; Conneau et al., 2020), and are
capable of representing words based on the context
in which they occur. Contextualized representa-
tions have also been used to obtain effective sense
embeddings (Loureiro and Jorge, 2019; Scarlini
et al., 2020a,b; Calabrese et al., 2020).

Although virtually all the above approaches can
be evaluated in downstream applications, the in-
herent ability of the various embeddings to capture
meaning distinctions still remains largely under-
investigated. While Word Sense Disambiguation
(WSD), i.e. the task of determining the meaning
of a word in a given context (Navigli, 2009), has
long explored the aforementioned ability, the task
does not make it easy to test approaches that are
not explicitly linked to existing sense inventories,
such as WordNet (Miller et al., 1990) and BabelNet
(Navigli and Ponzetto, 2010). This has two major
drawbacks. First, sense inventories are not always
available, especially for rare languages. Second,
such requirement limits the evaluation of word and
sense representations which are not bound to a
sense inventory. To tackle this limitation, some
benchmarks have recently been proposed. The
CoSimLex dataset (Armendariz et al.) and the
related SemEval-2020 Task 3 (Armendariz et al.,
2020) focus on evaluating the similarity of word
pairs which occur in the same context. More re-
cently, the Word-in-Context (WiC) task (Pilehvar

https://github.com/SapienzaNLP/mcl-wic
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and Camacho-Collados, 2019), included in the Su-
perGLUE benchmark for Natural Language Un-
derstanding (NLU) systems (Wang et al., 2019)
and its multilingual extension XL-WiC (Raganato
et al., 2020), require systems to determine whether
a word occurring in two different sentences is used
with the same meaning, without relying on a pre-
defined sense inventory. For instance, given the
following sentence pair:

• the mouse eats the cheese,

• click the right mouse button,

the ideal system should establish that the target
word mouse is used with two different meanings.

Despite the steps forward made in this promis-
ing research direction, existing benchmarks suf-
fer from the following shortcomings: i) they are
mostly automatically retrieved; ii) they do not en-
able cross-lingual evaluation scenarios in which
systems are tested in different languages at the
same time; iii) they do not cover all open-class
parts of speech.

In order to address the aforementioned draw-
backs, we propose the first SemEval task on Multi-
lingual and Cross-Lingual Word-in-Context disam-
biguation (MCL-WiC) and present the first entirely
manually-annotated dataset for the task. Impor-
tantly, MCL-WiC enables new cross-lingual eval-
uation scenarios covering all open-class parts of
speech, as well as a wide range of domains and
genres. The dataset is available in five European
and non-European languages, i.e. Arabic (Ar), Chi-
nese (Zh), English (En), French (Fr) and Russian
(Ru).

2 Related Work

Several different tasks have been put forward which
go beyond traditional WSD and drop the require-
ment of fixed sense inventories. Among the first
alternatives we cite monolingual and cross-lingual
Lexical Substitution (McCarthy and Navigli, 2007;
Mihalcea et al., 2010). Word-in-context similar-
ity has also been proposed as a way to capture
the dynamic nature of word meanings: the Stan-
ford Contextual Word Similarities (SCWS) dataset,
proposed by Huang et al. (2012), contains human
judgements on pairs of words in context. Along
these same lines, Armendariz et al. introduced
CoSimLex, a dataset designed to evaluate the abil-
ity of models to capture word similarity judgements
provided by humans.

MCL-WiC
Sub-task Dataset Train Dev Test

Multilingual

Ar-Ar - 500 500
En-En 4000 500 500
Fr-Fr - 500 500

Ru-Ru - 500 500
Zh-Zh - 500 500

Cross-lingual

En-Ar - - 500
En-Fr - - 500
En-Ru - - 500
En-Zh - - 500

Table 1: The MCL-WiC dataset: number of unique
lexemes divided by sub-task and dataset. The sec-
ond column (Dataset) indicates the available lan-
guage combination.

More recently, Pilehvar and Camacho-Collados
(2019) presented the Word-in-Context (WiC)
dataset. Framed as a binary classification task,
WiC is a benchmark for the evaluation of context-
dependent embeddings. However, WiC covers only
one language, i.e. English, and two parts of speech,
namely nouns and verbs. To enable evaluation
in languages other than English, Raganato et al.
(2020) proposed XL-WiC, an extension of the WiC
dataset which covers different European and non-
European languages, thus allowing for zero-shot
settings. Despite their effectiveness, both the WiC
and XL-WiC datasets are not manually created and
do not cover all open-class parts of speech. More-
over, they do not consider cross-lingual evaluation
scenarios in which systems are tested in more than
one language at the same time, thus highlighting
the need for a new evaluation benchmark.

3 The Multilingual and Cross-lingual
Word-in-Context Task

In this Section, we present our SemEval task and
describe a new dataset called Multilingual and
Cross-lingual Word-in-Context (MCL-WiC). The
task is divided into a multilingual and a cross-
lingual sub-task, each containing different datasets
divided according to language combination. Each
dataset instance is focused on a given lexeme1 and
is composed of a unique ID, a target lemma, its
part of speech, two sentential contexts in which
the target lemma occurs, and positional indices for
retrieving the target words in each sentence. In

1Each lexeme corresponds to a lemma and its part of
speech.
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ID Lemma POS Start End Sentence

training.en-en.624 leave VERB

47 51
As mentioned, it was clear that people
usually left their homelands in search of a
better life.

13 17
It should be left entirely to the parties to a
dispute to choose the modalities of settlement
they deemed most appropriate.

training.en-en.625 leave VERB

47 51
As mentioned, it was clear that people
usually left heir homelands in search of a
better life.

80 87
However, no hasty conclusion should be
drawn that the Republic of Macedonia
was leaving no room for future improvement.

Table 2: Excerpt from the multilingual dataset (En-En): two sentence pairs sharing the same first sentence
are shown, with the target word occurrence in bold type.

ID Tag
training.en-en.624 F
training.en-en.625 F

Table 3: Example of gold file.

both sub-tasks, for each lexeme, we provide two
different instances which share one sentence2. We
provide training and development data only for
the multilingual sub-task, whereas test data is pro-
vided for both sub-tasks. While training data is
produced only in English, both the development
and the test data are available in other languages
as well. Table 1 provides an overview of the com-
position of the dataset, which we detail further in
the remainder of this paper. Compared to existing
datasets, MCL-WiC makes it possible to perform
a thorough, high-quality evaluation of a multitude
of approaches, ranging from architectures based on
pre-trained language models to traditional WSD
systems.

In the following, we introduce the multilingual
and cross-lingual sub-tasks. Then, we describe the
data sources, the selection of the target lexemes and
sentence pairs and, finally, the annotation process.

3.1 Multilingual sub-task

This sub-task allows systems to be evaluated in a
scenario in which only one language at a time is
considered. To this end, we manually select sen-
tence pairs in the following language combinations:

2To speed up the annotation process, for each lexeme, we
selected a fixed sentence and annotated two other sentences
so as to obtain two instances.

Ar-Ar, En-En, Fr-Fr, Ru-Ru and Zh-Zh. The multi-
lingual sub-task includes training, development and
test splits as reported in Table 1 (top). The train-
ing data, available only in English, contains 4000
unique lexemes and 8000 sentence pairs. Instead,
both the development and test data splits include
500 unique lexemes and 1000 sentence pairs for
each of the aforementioned language combinations.
To avoid any bias, each dataset contains a balanced
number of tags, i.e. 50% True (T) and 50% False
(F).

In Table 2,3 we report two instances derived from
En-En, which share the first sentence. Given the
target lemma leave, its part of speech (verb) and
two sentences in which two occurrences of leave
are contained, participating systems are required to
determine whether the target occurrences (shown
in bold type in the Table) share the same meaning
(T) or not (F). Since the senses of the target occur-
rences differ in both sentence pairs, they are both
tagged with F in the gold file, as shown in Table 3.
Note that, in MCL-WiC, target occurrences can be
inflected forms of the target lemma.

3.2 Cross-lingual sub-task

The cross-lingual sub-task allows systems to be
tested and compared in a cross-lingual scenario.
Here, sentence pairs are composed of a sentence in
English and a sentence in one of the other MCL-
WiC languages, including the following language
combinations: En-Ar, En-Fr, En-Ru and En-Zh. It
is worth mentioning that, in contrast to past efforts,

3Due to space limits we removed some words from the
sentences reported in Table 2 and 4.
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ID Lemma POS Start End Sentence

test.en-ru.18
light NOUN 46 51

Using a technique for concentrating the solar
light, resulted in an overall efficiency of 20%.

39 50
Ka�dy� predstavitel~ mo�et vystupat~
v zavisimosti ot poluqennyh ukazani�.

test.en-ru.19
light NOUN 46 51

Using a technique for concentrating the solar
light, resulted in an overall efficiency of 20%.

2 8
S uqetom raboty, orator sqitaet
celesoobraznym izlo�it~ principy.

Table 4: Excerpt from the cross-lingual dataset (En-Ru): two sentence pairs sharing the same first sentence
are shown, with the target word occurrence in bold type.

all sentences are manually selected and annotated,
and that Arabic and Russian are included in a Word-
in-Context dataset for the first time.

We report two cross-lingual instances (sentence
pairs) in Table 4 for the En-Ru language combi-
nation, which share the first sentence. Given the
English lemma light, its part of speech (noun), and
two sentences, one in English where light occurs
and one in Russian where a translation of light ap-
pears, participants are asked to determine whether
the target occurrence (in bold in the Table) of light
and its translations into Russian zavisimosti
and uqetom share the same meaning or not. Im-
portantly, translations are allowed to be multi-word
expressions and periphrases.

The cross-lingual sub-task comprises test data
only and includes 500 unique English lexemes and
1000 sentence pairs for each language combination
as reported in Table 1 (bottom). Note that, in this
case, all cross-lingual datasets share the same En-
glish target lexemes. Similarly to its multilingual
counterpart, the data in this sub-task contains a
balanced number of T (50%) and F (50%) tags.

3.3 Selection of the data and annotation

Sources of the data In order to construct MCL-
WiC, we leveraged three resources. First, we used
the BabelNet4 multilingual semantic network (Nav-
igli and Ponzetto, 2010) to obtain a set of lex-
emes in all languages of interest. Subsequently,
we extracted sentence pairs containing occurrences
of such lexemes from two corpora, namely the
United Nations Parallel Corpus (Ziemski et al.,
2016, UNPC)5 and Wikipedia6. UNPC is a col-
lection of official records and parliamentary docu-

4https://babelnet.org/
5https://conferences.unite.un.org/uncorpus/
6https://wikipedia.org

ments of the United Nations available in the six UN
languages7, whereas Wikipedia is a wide-coverage
multilingual collaborative encyclopedia. These cor-
pora were selected due to their wide coverage in
terms of domains and languages. In fact, such
heterogeneity allowed for the creation of a new
competitive benchmark capable of evaluating the
generalization ability of a system in discriminating
senses in different domains and across languages.
With this aim in view, we derived 50% of the se-
lected sentence pairs from UNPC and the remain-
ing 50% from Wikipedia.

Selection of lexemes Starting from BabelNet,
we extracted a set of 5250 unique ambiguous lex-
emes in English and 1000 unique lexemes for
each of the following languages: Arabic, Chinese,
French and Russian. The selected pairs in English
were distributed as follows: 4000 for the training
data, 500 for the development data and 750 for the
test data (500 for the multilingual sub-task and 250
for the cross-lingual sub-task8; we enriched the
latter with additional 250 pairs derived from the
multilingual test data). Instead, the selected pairs
in languages other than English were included in
the multilingual sub-task only and distributed as
follows: 500 for the development data and 500 for
the test data. We selected the target lexemes start-
ing from basic vocabulary words and such that they
had at least three senses in BabelNet. A key goal
was to cover all open-class parts of speech, namely
nouns, verbs, adjectives and adverbs, whose dis-
tribution in MCL-WiC is shown in Table 5. The
target lexemes were chosen so as to avoid phrasal
verbs and multi-word expressions.

7Arabic, Chinese, English, French, Spanish and Russian.
8We recall that, in the cross-lingual sub-task, the target

lexemes are provided in English and shared across all datasets.

https://babelnet.org/
https://conferences.unite.un.org/uncorpus/
https://wikipedia.org
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En-En Ar-Ar Fr-Fr Ru-Ru Zh-Zh En-*
Train Dev Test Dev Test Dev Test Dev Test Dev Test Test

NOUN 4124 582 528 490 494 548 514 572 582 520 554 458
VERB 2270 246 298 428 398 262 272 352 372 330 364 320
ADJ 1430 158 144 72 98 156 184 54 30 122 62 178
ADV 176 14 30 10 10 34 30 22 16 28 20 44

Table 5: Part-of-speech distribution in MCL-WiC. * indicates all languages supported in MCL-WiC other
than English.

Selection and annotation of sentence pairs For
each of the target lexemes, we annotated two sen-
tence pairs from either UNPC or Wikipedia. All
selected sentences were well-formatted and, most
importantly, provided a sufficient semantic context
to determine the meaning of the target occurrences
unequivocally. Subsequently, each sentence pair
was associated with a tag, depending on whether
the target words in the two contexts are used with
the same meaning (T) or not (F). To perform both
the selection of the data as well as the annotation,
we employed eight annotators with a high level of
education and linguistic proficiency in the corre-
sponding language; the annotation work required
approximately six months. Importantly, all annota-
tors followed specific criteria which we describe in
the following paragraph.

Annotation criteria We provided each annotator
with general annotation guidelines. Besides general
criteria, each annotation team9 established ad-hoc
guidelines for specific linguistic issues, some of
which will be briefly illustrated in Section 4, below.

General annotation criteria can be broadly di-
vided into grammatical and lexicographic-semantic
criteria. The former refer to the format and the
grammatical correctness of the sentences to be
selected: annotators were asked to choose well-
written sentences only, i.e. sentences with a clear
structure, ending with a full stop and containing a
main clause. Instead, lexicographic-semantic cri-
teria refer to the attribution of the labels. To deter-
mine whether two occurrences were used with the
same meaning or not, annotators were asked to use
multiple reputable dictionaries (e.g. for English we
used the Merriam-Webster, Oxford Dictionary of
English and English Collins dictionaries). More-
over, to avoid misperceptions in the same-sense
tagging annotations, we asked annotators to justify

9An annotation team is made up of annotators working on
the same language.

their choices by providing substitutes for the tar-
get occurrences with synonyms, hypernyms, para-
phrases or the like. Contrary to what was done in
WiC and XL-WiC, we argue that, for the purposes
of this task, annotating according to lexicographic
motivations, i.e. by using reliable dictionaries, con-
tributes significantly to minimizing the impact of
subjectivity, thus producing more adequate and con-
sistent data. Finally, lexicographic-semantic crite-
ria also provided concrete indications and examples
regarding the attribution of tags. For instance, T
was used if and only if the two target occurrences
were used with exactly the same meaning or, in
other words, if, using a dictionary, the definition of
the two target words was the same.

Inter-annotator agreement In order to deter-
mine the degree of uncertainty encountered dur-
ing the annotation process, we computed the inter-
annotator agreement. To this end, we randomly
selected a sample of 500 sentence pairs from each
of the En-En and Ru-Ru multilingual datasets, and
200 sentence pairs from the En-Ar and En-Zh cross-
lingual datasets. Validators were provided with the
same guidelines used during the annotation process.
We calculated the agreement between two differ-
ent annotators using the Cohen’s kappa, obtaining
κ=0.968 in En-En, 0.952 in Ru-Ru, 0.94 in En-Ar
and 0.91 in En-Zh, which is interpreted as almost
perfect agreement.

Data format For each sub-task, we provide two
types of file (.data and .gold) in JSON format. The
.data files contain the following information: a
unique ID, the lemma, its part of speech, the two
sentences and the positional indices to identify the
target occurrences to be considered (see Tables 2
and 4). Instead, the .gold files include the gold
answers, i.e. the corresponding ID and tag, as
shown in Table 3.
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4 Linguistic Issues

In this section, we describe interesting language-
specific issues which required additional guidelines.
Due to space limits, we focus on languages which
do not use the Latin alphabet, i.e. Arabic, Chinese
and Russian, illustrating only the most significant
issues encountered.

Arabic From a WSD perspective, compared to
other languages, written Arabic poses bigger chal-
lenges due to the omission of vocalization, which
increases the degree of semantic ambiguity. In fact,
the vocalization, expressed by diacritics placed
above or below consonants, contributes signifi-
cantly to determining the right interpretation and
thus the meaning of words. For instance, the un-
vocalized word form b-r-d could be interpreted as
bard (“cold”), burd (“garment”) or barad (“hail”).
Of course, in Arabic, polysemy also affects vo-
calized words, which can have multiple meanings,
e.g. ummiyy means "maternal", but also "illiter-
ate". For the purposes of MCL-WiC, we chose to
keep the sentences as they are found in UNPC and
Wikipedia, i.e. unvocalized in the vast majority of
cases, while – instead – providing the target lem-
mas in the vocalized form. This was done in order
to avoid lexical ambiguity deriving from lemmas
which share the same word form but are vocalized
in a different way. Furthermore, this choice facili-
tated the selection and annotation of sentence pairs
in which a given target lemma occurs.

Chinese Since Chinese does not adopt an alpha-
bet, the semantic ambiguity that can be found in
English homographs is basically lost. In Chinese,
if two unrelated words are pronounced in the same
way, such as “plane” (the airplane) and “plane” (the
surface), they are not usually written in the same
way. By way of illustration,沉默, meaning “silent;
to be silent” and 沉没, “to sink”, are both pro-
nounced as chénmò, but, because they are written
with different characters, they cannot be considered
ambiguous words. Analogously, some characters
have an extremely high semantic ambiguity them-
selves, but since they appear most frequently in
polysyllabic words, their ambiguity is lost. For ex-
ample, the character guǒ果 has at least two mean-
ings, “fruit” and “result”, but this character almost
never stands as a word on its own in contempo-
rary Chinese. In the current lexicon most of the
Chinese words are composed of two or more char-
acters; when it appears in actual texts, guǒ is al-

most always connected to other characters, and the
word thus formed is no longer semantically ambigu-
ous. Finally, similarly to the cross-lingual sub-task,
some ambiguity had to be discarded in translation,
as in the case of Chinese classifiers which have a
marked potential for semantic ambiguity. For ex-
ample, dào道 is, among others, the classifier for
long and narrow objects, as in yı̄ dào hé 一道河,
a river (one+classifier+river), or for doors, walls
and similar objects with an entry and an exit, as in
yı̄ dào mén一道门, a door (one+classifier+door).
However, since classifiers are virtually absent in
European languages, they could not be applied in
the cross-lingual sub-task and were discarded.

Russian A noteworthy issue encountered by Rus-
sian annotators concerned the verbal aspects which
can be viewed as one of the most challenging fea-
tures of the Russian language especially for L2-
learners10 with no Slavic background. In Russian,
a verb can be perfective, imperfective or both. Nor-
mally, a perfective verb has one or more imperfec-
tive counterparts and vice versa. Broadly speaking,
perfective verbs are typically used to express non-
repetitive actions completed in the past, or actions
which will certainly be carried out in the future,
and also in general for past or future actions for
which the speaker intends to emphasize the result
that was or will be achieved. Conversely, imper-
fective verbs are used to express actions which are
incomplete, habitual, in progress, or actions for
which the speaker does not stress the result to be at-
tained. In MCL-WiC, given a verbal target lexeme,
we decided to choose sentences in which the target
words occurring in the selected sentences and the
target lemma shared the same aspect. In fact, in
Russian, although pairs of perfective and imper-
fective verbs such as delat~, sdelat~ (to do)
or spraxivat~, sposit~ (to ask) show a high
degree of morphological relatedness, they tend to
be considered as distinct lemmas.

Another interesting issue regards participles. In
some cases, annotators raised issues concerning
the part of speech of participles occurring as target
words in the selected sentences. In fact, Russian
participles derive from verbs, but are declined and
can behave as adjectives. Since the target lexemes
and the corresponding occurrences must share the
same part of speech, we decided to discard sen-
tences in which the part of speech of the target

10In language teaching, L2 indicates a language which is
not the native language of the speaker.
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words could not be determined unequivocally.

5 Participating Systems

This Section is devoted to the participating systems.
First, we briefly describe the rules of the competi-
tion. Subsequently, we provide an overview of the
data and approaches used by participants. Then,
we focus on some of the best-scoring systems and
provide a breakdown of the techniques adopted.
We report the three best-performing teams for each
sub-task and language combination in Tables 6 and
7. All results are publicly available on the official
MCL-WiC page on GitHub11. For each winning
team, we show only the best performance in the
corresponding category.

5.1 Rules of the competition

Participants were given no constraints as far as data
was concerned; for instance, the development data
could be used for training or it was allowed to en-
rich the provided data by constructing new datasets
in an automatic or semi-automatic fashion. Further-
more, we allowed more than one participant for
each team. Participating teams could upload up to
five submissions, each including up to 9 language
combinations for the two sub-tasks.

5.2 Data

Multilingual sub-task As far as English is con-
cerned, the majority of participating systems used
the MCL-WiC training and development data.
Some participants also used the data derived from
WiC and XL-WiC. Furthermore, automatically-
constructed WiC-like datasets were obtained by
some participants, starting from semantic resources
such as SemCor (Miller et al., 1993), WordNet and
the Princeton WordNet Gloss Corpus (PWNG)12,
or by automatically translating available datasets
into English. The available data was also enriched
via sentence reversal augmentation (given a sen-
tence pair, the two sentences were swapped). In
some cases, the development and trial13 data was
used to enrich the training data.

As regards languages other than English, most
participants used XL-WiC data, or new training
and development datasets were obtained by split-
ting the MCL-WiC language-specific development

11https://github.com/SapienzaNLP/mcl-wic
12http://wordnetcode.princeton.edu/
13As trial data, we provided 4 instances for each sub-task

and dataset.

data. Alternatively, in zero-shot scenarios, par-
ticipants trained their models using the English
training data. Furthermore, some participants aug-
mented the training and development data by in-
cluding the trial data. Also in this case, training and
development splits were augmented via sentence
reversal.

Cross-lingual sub-task In the cross-lingual sub-
task, most participants used the MCL-WiC English
training and development data in zero-shot set-
tings. A smaller group of participants used WiC
and XL-WiC data. Some participants created ad-
ditional training and development data from other
resources such as the Open Multilingual WordNet
and PWNG. Additional training and development
data was produced via Machine Translation.

5.3 Approaches

Multilingual sub-task Most participants used
XLM-RoBERTa (Conneau et al., 2020) as pre-
trained language model to obtain contextual rep-
resentations of the target occurrences. Other mod-
els frequently used by participants were mBERT,
RoBERTa (Liu et al., 2019), ALBERT (Lan et al.,
2019), ELECTRA (Clark et al., 2019) and ERNIE
(Sun et al., 2020). The majority of participants
made use of fine-tuned contextualized embeddings
and used logistic regression to perform binary clas-
sification. Some participants used ensembles and
majority voting.

Cross-lingual sub-task Also in this sub-task,
XLM-RoBERTa was the most used multilingual
language model. Again, the majority of systems
obtained contextualized embeddings, passing them
to a logistic regression unit. In this case, partici-
pants mainly explored zero-shot approaches. Some
participants made use of ensembles, adversarial
training, pseudo-labelling (Wu and Prasad, 2017)
and cross-validation techniques.

5.4 Competition and best-scoring systems

The MCL-WiC competition took place on the Co-
daLab14 open Web-based platform and reported
170 participants, out of which 48 uploaded one
or more datasets. Overall, 170 submissions were
received, the majority of which were focused on
the multilingual sub-task and specifically on the
En-En dataset. As far as the evaluation metric was
concerned, systems were tested using the accuracy

14https://competitions.codalab.org/competitions/27054

https://github.com/SapienzaNLP/mcl-wic
http://wordnetcode.princeton.edu/
https://competitions.codalab.org/competitions/27054


31

Dataset Team Score

Ar-Ar
Cam 84.8
LIORI 84.6
MCL@IITK; DeathwingS 84.5

En-En
MCL@IITK; oyx 93.3
zhestyatsky 92.7
Cam 92.5

Fr-Fr
MCL@IITK 87.5
Cam 86.5
LIORI 86.4

Ru-Ru
Cam 87.4
LIORI 86.6
godzilla 86.5

Zh-Zh
stce 91.0
godzilla 90.8
PALI 90.5

Table 6: Multilingual section: five best-scoring
systems by language combination.

score. In what follows, we provide insights re-
garding the approaches adopted by some of the
best-performing participating systems, based on
the information we received.

Cam The Cam team (Yuan and Strohmaier,
2021) made use of the WiC and XL-WiC datasets
in addition to the MCL-WIC data. Furthermore,
examples from the Sense Complexity Dataset
(Strohmaier et al., 2020, SeCoDa) and the Cam-
bridge Advanced Learner’s Dictionary (CALD)
were extracted. Cam used pre-trained XLM-
RoBERTa as underlying language model and added
two additional layers on top to perform binary clas-
sification with tanh and sigmoid activation, respec-
tively. As input, the following items were concate-
nated: the representation corresponding to the first
token of the sequence, the representations of the tar-
get words in both sentences, as well as the absolute
difference, cosine similarity and pairwise distance
between the two vectors. When the target word was
split into multiple sub-tokens, Cam took the aver-
age representation rather than the first sub-token.
Finally, a two-step training strategy was applied: 1)
pre-training the system using out-of-domain data,
i.e. WiC, XL-WiC, SeCoDa and CALD; 2) fine-
tuning the system on MCL-WiC data.

godzilla godzilla enriched the MCL-WiC train-
ing data by automatically constructing a dataset
starting from WordNet and using Machine Trans-
lation. Different types of pre-trained models, such

as RoBERTa and XLM-RoBERTa, were adopted.
godzilla highlighted the target words by surround-
ing them with special markings on both sides and
appending the target words to the end of each
sentence. As architecture, this system used the
next sentence prediction models from the hugging
face15 library. Given the strong connection be-
tween En-Ar, En-Fr, En-Ru, En-Zh test datasets,
pseudo-tagging was used for each language com-
bination. Finally, godzilla applied label smoothing
and model merging.

LIORI The LIORI16 team (Davletov et al., 2021)
used the datasets provided in the MCL-WiC compe-
tition. Specifically, the training data was enriched
with 70% of the development data for Arabic, Chi-
nese, French and Russian, and the whole trial data.
Optionally, data augmentation was performed by
swapping sentences in each example. LIORI fine-
tuned XLM-RoBERTa on a binary classification
task and used a 2-layered feed-forward neural net-
work on top of the language model with dropout
and the tanh activation function. Sentences in each
pair were concatenated by the special token "</s>"
and fed to XLM-RoBERTa. As input, the model
took the concatenation of the contextualized em-
beddings of the target words, aggregating over sub-
tokens either by max pooling, or just by taking the
first sub-token. LIORI used a voting ensemble com-
posed of three models: the first model trained with
data augmentation, using the concatenations of the
first sub-tokens of the target words; the second
trained with data augmentation using max-pooling
over sub-tokens; finally, the third trained without
data augmentation and using concatenations of the
first sub-tokens.

stce stce used the MCL-WiC datasets and built
additional training data using HowNet (Dong and
Dong, 2003). Furthermore, the training data was
enriched by pseudo-labelling the test datasets. Data
cleaning was performed and target words were sur-
rounded by special markings. The main language
model used was XLM-RoBERTa-large. During the
training process, dynamic negative sampling was
performed for each batch of data fed to the model.
At the same time, stce adopted the Fast Gradient
Method and added disturbance to the embedding
layer to obtain more stable word representations.

15https://huggingface.co/
16The following member of the team LIORI took part in

the competition: davletov.

https://huggingface.co/
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Dataset Team Score

En-Ar
PALI 89.1
godzilla 87.0
Cam; LIORI 86.5

En-Fr
PALI 89.1
godzilla 87.6
LIORI 87.2

En-Ru
PALI 89.4
godzilla 88.5
RyanStark; rxy1212 87.3

En-Zh
PALI; RyanStark 91.2
Cam 88.8
MagicPai 88.6

Table 7: Cross-lingual sub-task: three best-scoring
systems by language combination.

zhestyatsky Zhestiankin and Ponomareva (2021)
augmented the English MCL-WiC training and de-
velopment data with WiC. Training and develop-
ment data were split randomly to create a larger
training sample which included 97.5% of the data,
while leaving only 2.5% for the new development
dataset. Then, bert-large-cased embeddings were
fine-tuned using AdamW as optimizer with a learn-
ing rate equal to 1e-5. Each sentence was split
by BertTokenizerFast into 118 tokens maximum.
The model was trained for 4.5 epochs and stopped
by Early Stopping with patience equal to 2. For
each sentence, zhestyatsky took the embeddings
of all sub-tokens corresponding to the target word
and max pooled them into one embedding. Sub-
sequently, zhestyatsky evaluated the cosine simi-
larity of these embeddings and activated this value
through ReLU.

MCL@IITK First, the MCL@IITK17 team
(Gupta et al., 2021) pre-processed the sentences
by adding a signal, either double quotes on both
sides of the target word, or the target word itself
appended to the end of the sentence. For En-En,
MCL@IITK enriched the MCL-WiC training data
using sentence reversal augmentation, WiC and
SemCor. MCL@IITK obtained embeddings of the
target words using the last hidden layer, and passed
them to a logistic regression unit. MCL@IITK
used ELECTRA, ALBERT, and XLM-RoBERTa
as language models and submitted probability sum
ensembles. For the non-English multilingual sub-
task, MCL@IITK used XLM-RoBERTa only and

17The following members of the MCL@IITK team took
part in the competition: jaymundra, rohangpt and dipakam.

tackled all four language pairs jointly. A 9:1 train-
dev split with sentence reversal augmentation was
used on the non-English dev data, in addition to
En-En train data and XL-WiC with an ensemble
model. For the cross-lingual subtask, ELECTRA
embeddings were used. The models were trained
on partly back-translated En-En train set and vali-
dated on back-translated En-En development set.

PALI The PALI18 team (Xie et al., 2021) en-
riched the MCL-WiC data using WordNet while
keeping the original cross-lingual data to maintain
the target words in the cross-lingual data. After text
pre-processing, task-adaptive pre-training was per-
formed using the MCL-WiC data. The target words
were surrounded by special symbols. PALI used
XLM-RoBERTa as main language model and took
its final output layer, concatenating the [CLS] to-
ken with the embeddings of the target occurrences
in each sentence pair. To increase the training
data, PALI exchanged the order of 20% of the sen-
tence pairs. During training, lookahead (AdamW)
was used together with adversarial training imple-
mented by the Fast Gradient Method to obtain more
stable word representations. Hyperparameters were
tuned through trial-and-errors. The models of strat-
ified 5-fold cross-validation were averaged to yield
the final prediction results.

6 Baselines

Following Raganato et al. (2020), we used a base-
line transformer-based binary classifier. Thus, first,
given a sentence pair, a dense representation is ob-
tained for each target occurrence. As indicated in
Devlin et al. (2019), in the case that a target oc-
currence is split into multiple sub-tokens, the first
sub-token is selected. The resulting representations
are then given as input to a binary classifier imple-
mented following Wang et al. (2019). We selected
the Adam optimizer (Kingma and Ba, 2015) with
learning rate and weight decay equal to 1e-5 and 0,
respectively, and trained for 10 epochs.

We experimented with two different contextual-
ized embedding models: BERT (base-multilingual-
cased) and XLM-RoBERTa (base). As for the data,
in contrast to most participants, we made use of the
data provided for the task only. We used En-En as
training and development data for English. As for
other language combinations, we trained on En-En
and validated both on En-En or and on the other

18The following members of the PALI team took part in the
competition: endworld and xsysigma.
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Model Ar-Ar En-En Fr-Fr Ru-Ru Zh-Zh En-Ar En-Fr En-Ru En-Zh

mBERT1 76.2 84.0 78.7 74.5 77.5 65.9 71.6 68.2 68.9
XLMR-base1 75.4 86.6 77.9 76.5 78.5 67.7 71.8 74.2 66.1

mBERT2 76.4 84.0 78.7 74.6 76.6 62.0 69.4 66.7 64.2

XLMR-base2 75.4 86.6 77.7 76.5 78.9 67.7 74.9 74.2 71.3

Table 8: Accuracy of baselines for multilingual and cross-lingual sub-tasks. Columns indicate the test set
used. In setting 1, we used the En-En training data and the En-En development data. In setting 2, we used
the En-En training data and the corresponding development datasets in languages other than English.

language multilingual development data. Table 8
reports the best training results according to the
corresponding validation.

7 Results and Discussion

In this section, we discuss the results achieved in
our competition. Overall, the MCL-WiC dataset
allows systems to attain high performances, in the
85-93% accuracy range. This leads us to hypothe-
size that, in general, systems were able to develop a
good ability in capturing sense distinctions without
relying on a fixed sense inventory.

When compared to the proposed baselines, we
observe that best-performing systems were able
to achieve an absolute improvement of up to 27.1
points over the corresponding baselines (e.g. on
En-Ar, cf. Tables 7 and 8). Both our baselines and
the systems developed by participants confirm that,
in this task, XLM-RoBERTa outperforms BERT
in most language combinations. The highest score
was obtained in En-En, with the best system achiev-
ing 93.3% accuracy. Note that our baselines were
also able to attain good performances in En-En,
i.e. 84.0% using BERT and 86.6% with XLM-
RoBERTa, without benefiting from additional train-
ing and development data. Interestingly, Chinese
was the language which achieved the second-best
results, both in Zh-Zh and En-Zh, attaining on av-
erage results which were considerably higher. In-
stead, Arabic seems to have been the most difficult
language for participants, especially in Ar-Ar. A
reason for this result, deserving further exploration,
could lie in morpho-semantic features inherent in
Arabic, which we briefly outlined in Section 4.

Zero-shot approaches differ in the performances
achieved by participants in the two sub-tasks: in
the cross-lingual sub-task participants were able
to achieve slightly better performances than those
in the multilingual setting, most probably thanks
to the presence of English in both the training and

the test data, and, more in general, to the availabil-
ity of English WiC-style datasets which could be
used to enrich the already provided data. With the
exception of Chinese, instead, on the multilingual
sub-task we observe a performance drop between
1.6 and 4.3%.

Finally, we note that performance boosts were
observed across the board when using data augmen-
tation, especially by swapping the two sentences
within a pair or by coupling the second sentences
of two pairs sharing the same first sentence and the
same meaning. Another consistent performance in-
crease, observed both in the multilingual and in the
cross-lingual sub-task, was obtained when adding
a signal on both sides of the target occurrences.

8 Conclusions

In this paper, we described the SemEval-2021 Task
2 and introduced Multilingual and Cross-lingual
Word-in-Context (MCL-WiC), the first entirely
manually-curated WiC-style dataset in five Euro-
pean and non-European languages, namely Arabic,
Chinese, English, French and Russian. MCL-WiC
allows the inherent ability of systems to discrimi-
nate between word senses within the same language
to be tested, and also, interestingly, within cross-
lingual scenarios in which a system is evaluated in
two languages at the same time, namely English
and one of the remaining MCL-WiC languages.

While current Word-in-Context datasets focus
primarily on single tokens, as a suggestion for fu-
ture work we would like to further explore the in-
tegration of multi-word expressions and idiomatic
phrases into a Word-in-Context task. This would
allow us to investigate the intrinsic ability of a sys-
tem to correctly discriminate the semantics of such
linguistic constructs, especially those whose mean-
ing is not compositional, i.e. it cannot be derived by
combining the meaning of each of their individual
components.
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