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Abstract

In recent years, memes combining image and
text have been widely used in social media,
and memes are one of the most popular types
of content used in online disinformation cam-
paigns. In this paper, our study on the detec-
tion of persuasion techniques in texts and im-
ages in SemEval-2021 Task 6 is summarized.
For propaganda technology detection in text,
we propose a combination model of both AL-
BERT and Text-CNN for text classification, as
well as a BERT-based multi-task sequence la-
beling model for propaganda technology cov-
erage span detection. For the meme classifi-
cation task involved in text understanding and
visual feature extraction, we designed a paral-
lel channel model divided into text and image
channels. Our method1 achieved a good per-
formance on subtasks 1 and 3. The micro F1-
scores of 0.492, 0.091, and 0.446 achieved on
the test sets of the three subtasks ranked 12th,
7th, and 11th, respectively, and all are higher
than the baseline model.

1 Introduction

The intentional shaping of information to promote a
predetermined agenda is called propaganda. Propa-
ganda uses psychological and rhetorical techniques
to achieve its purpose. Propaganda techniques gen-
erally include the use of logical fallacies and ap-
peal to the emotions of the audience. In recent
years, memes combining images and text have been
widely used in social media, and the use of memes
can easily and effectively attract a large number
of users on social platforms. Memes are one of
the most popular types of content used in online
disinformation campaigns (Martino et al., 2020) ,
and memes applied in a disinformation campaign
achieve their purpose of influencing users through

1The code of this paper is availabled at: https://
github.com/zxyqujing/SemEval-2021-task6

rhetorical and psychological techniques. Therefore,
it is meaningful to research computational tech-
niques for automatically detecting propaganda in
particular content.

The SemEval 2021 Task 6 (Dimitrov et al., 2021)
consists of three subtasks:

• Subtask 1 - Given only the “textual content” of
a meme, identify which of the 20 techniques
are used. The 20 techniques include appeal to
authority, loaded language, and name calling
or labeling.

• Subtask 2: Given only the “textual content” of
a meme, identify which of the 20 techniques
are used along with the span(s) of the text
covered by each technique.

• Subtask 3: Given a meme, identify which of
the 22 techniques are used for both the tex-
tual and visual content of the meme. These
22 technologies include the 20 technologies
in subtasks 1 and 2, and 2 technologies, i.e.,
transfer and appeal to (strong) emotions, are
added.

The detection of propaganda techniques in texts
is similar to a text sentiment analysis, and both
can be attributed to text classification tasks. In a
previous study, Peng et al. (2020) used the adver-
sarial learning of sentiment word representations
for a sentiment analysis. A tree-structured regional
CNN-LSTM (Wang et al., 2020) and dynamic rout-
ing in a tree-structured LSTM (Wang et al., 2019)
were used for a dimensional sentiment analysis. In
previous SemEval competitions, Dao et al. (2020)
used GloVe-LSTM and BERT-LSTM models, and
Paraschiv et al. (2020) used an ensemble model
containing BERT and BiLSTM to detect both spans
and categories of propaganda techniques in news
articles (Da San Martino et al., 2020) . In addi-
tion, in multimodal analysis combining images and

https://github.com/zxyqujing/SemEval-2021-task6
https://github.com/zxyqujing/SemEval-2021-task6
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Figure 1: ALBERT-Text-CNN model architecture.

text, Yuan et al. (2020) proposed a parallel chan-
nel ensemble model combining BERT embedding,
BiLSTM, attention and CNN, and ResNet for a sen-
timent analysis of memes. Li et al. (2019) proposed
a Visual BERT model that aligns and fuses text and
image information using transformers (Vaswani
et al., 2017) .

In this paper, we propose three different systems
for the three subtasks in SemEval-2021 Task 6. For
subtask 1, we added a Text-CNN layer after the
pre-trained model ALBERT to fine-tune it for a
multi-label classification of text. For subtask 2, we
used the idea of partitioning to transform the prob-
lem into the detection of 20 techniques for each
text separately. BERT was used in the model for
text feature extraction followed by multi-task se-
quence labeling, and the results of each task were
combined to obtain the final results. For subtask 3,
we built the system using a parallel channel model
containing text and image channels. The text chan-
nel used both the ALBERT and Text-CNN models
to extract features of text in the meme, and the
image channel used ResNet and VGGNet for im-
age feature extraction. The information extracted
by the two parallel channels was then combined
through a fully connected layer after concatenation.
Using micro F1-scores as metrics, the results of the
proposed model in subtasks 1, 2, and 3 were 0.625,
0.215, and 0.636, respectively, on the dev set.

The remainder of this paper is organized as fol-
lows. First, section 2 describes the details of the
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Figure 2: Architecture of multi-task sequence labeling
model.

ALBERT and Text-CNN used in our system. Sec-
tion 3 then presents the experimental results. Fi-
nally, some concluding remarks are presented in
section 4.

2 System Overview

2.1 Subtask 1

Subtask 1 requires a detection model that uses only
the textual features of the meme content and detects
which of the 20 propaganda techniques were used.
This is a multi-label classification problem for text,
based on the pre-trained ALBERT model and added
a Text-CNN layer. As illustrated in Figure 2, the
proposed model includes an ALBERT layer, a Text-
CNN layer, a fully connected layer, and an output
layer.

• ALBERT (Lan et al., 2020) is a lite BERT for
self-supervised learning of language represen-
tations, which uses layer-to-layer parameter
sharing to reduce the number of parameters
of the model, which not only speeds up the
model training but also outperforms BERT
on certain datasets. With our model, the pre-
trained ALBERT model is fine-tuned to obtain
a 512 × 768 hidden representation matrix for
subsequent multi-label classification of text.

• Text-CNN (Kim, 2014) is a convolutional neu-
ral network applied to a text classification task,
using multiple kernels of different sizes to ex-
tract key information in sentences, and is thus
able to better capture the local relevance. In
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Figure 3: Architecture of parallel channel model.

this layer, we used three different sizes of one-
dimensional convolution kernels, i.e., 3, 4, and
5, to extract information from the hidden rep-
resentation matrix output from the ALBERT
layer for the final multi-label text classifica-
tion.

2.2 Subtask 2

Subtask 2 was a multi-label sequence-labeling task.
We built the model by converting the problem
to detect the coverage of each propagation tech-
nique separately for the input sequence, and built
a multi-task sequence labeling model based on a
fine-tuning of BERT.

As illustrated in Figure 3, the input sequence was
first obtained using the pre-trained BERT (Devlin
et al., 2019) model with a hidden representation ma-
trix with dimensions of 512 × 768. Subsequently,
20 parallel fully connected layers were input sep-
arately for the detection of each propaganda tech-
nique coverage span (For each propagation tech-
nique, the sequence labeling task is performed sep-
arately for the input text) . For each technique,
the intermediate result of each parallel channel out-
put is a 512 × 41 matrix, and the ensemble layer
represents the stacking of 20 matrices from 20 par-
allel channels, the dimensions of the final output
were 20 × 512 × 41, which denote the propaganda
technique category, maximum sentence length, and
code corresponding to each technique, respectively.

2.3 Subtask 3

For subtask 3, we modeled the problem as a multi-
label classification task of the meme text and image
content. We used a parallel channel model of text
and image channels, and then concatenated the text
and image features extracted by the two parallel
channels to apply multi-label meme classification.
The architecture of the proposed model is shown in
Figure 4.

Text Channel. In the text channel, we used the
ALBERT–Text-CNN model used in subtask 1, tak-
ing the text part of the meme content as an input to
obtain a 768-dimensional text feature vector as the
output.

Image Channel. In the image channel, we used
ResNet and VGGNet, taking the image part of the
meme content as input to obtain a 512-dimensional
image feature vector as the output. The ResNet
model (He et al., 2016) is a deep residual learning
model for image recognition, and presents the inter-
layer residual jump connection and solves the deep
vanishing gradient problem. VGGNet (Simonyan
and Zisserman, 2015) is a deep convolutional neu-
ral network with small-sized convolutional kernels
and a regular network structure, in which the size
of the convolution kernels used in VGG16 in our
experiment is 3 × 3, and the pooling kernels is 2 ×
2. Furthermore, only the structures of the ResNet
and VGGNet were used in our experiment, and the
pre-training weights were not applied.
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3 Experimental Results

3.1 Dataset
The organizer provided a dataset containing 687
memes for the training set, 63 memes for the de-
velopment set, and 200 memes for the test set. The
dataset of subtask 1 provides the ID, text of the
meme, and the corresponding propaganda tech-
niques used, and the dataset of subtask 3 also con-
tains the corresponding meme image. The dataset
of subtask 2 provides the ID, text of the meme, and
the corresponding propaganda techniques used in a
certain text fragment, in which the scope covered
by the propaganda technology in the text is marked
as “start,” “end,” and “text fragment,” respectively.

The datasets were preprocessed using the follow-
ing procedures before model training:

• In subtasks 1 and 3, we first used one-hot
encoding to encode the label into a vector
whose length is the total number of technology
categories.

• In subtask 2, we labeled each token in the
text as “I-technique” and “O-technique” based
on the 20 propaganda technology terms. “I-
technique” indicates that the publicity tech-
nique was used and “O-technique” indicates
that it was not, e.g., O-Smears and I-Smears.
For 20 different propaganda techniques there
are 40 different codes, and then add another
padding code, so the label code length is 41.

• In subtask 3, we normalized the meme image
size to 224 × 224 × 3.

3.2 Evaluation Metrics
The official evaluation measure for all subtasks is
the micro F1-score, which is defined as follows:

F1 − score = 2 ∗ Prec ∗Rec

Prec+Rec
(1)

where Prec and Rec denote the precision and re-
call scores of all samples, respectively. For subtask
2, the standard micro F1-score was slightly modi-
fied to account for partial matching between spans
(Dimitrov et al., 2021). In addition, the macro
F1-score was also reported for each type of propa-
ganda.

3.3 Implementation Details
All models used the TensorFlow2 backend, and
all BERT-based models were implemented using

the HuggingFace Transformers toolkit(Wolf et al.,
2020). The Adam optimizer (Ba and Kingma,
2015) was used to update all trainable parameters.
The loss functions in subtasks 1 and 3 were bi-
nary cross-entropy, and subtask 2 was categorical
cross-entropy. The hyper-parameters in the model
training process were obtained using a grid-search
strategy, as shown in Table 1. Once the optimal
settings of the parameters were obtained, they were
used for classification on the test sets of different
corpora.

Hyper-parameter Values
Learning rate 5e-6
Adam epsilon 1e-8
Text-CNN dropout 0.3
Text-CNN filters 64
Classifier dropout 0.3
Batch size 16

Table 1: Hyper-parameters in our models.

3.4 Results

Table 2 presents the results of Subtask 1. We con-
ducted experiments on several pre-trained models
including BERT, RoBERTa(Liu et al., 2019), and
ALBERT combined with the Text-CNN layer, and
observed that the ALBERT and Text-CNN mod-
els achieved the best performance, the reason for
which may be that the training datasets are small,
and a serious overfitting will occur by directly fine-
tuning BERT. Furthermore, the experiments show
that the ALBERT model has fewer parameters and
performs better on small datasets. Adding a Text-
CNN layer after the BERT-based model can better
extract the local relevance information of the text,
which not only effectively alleviates the overfitting
phenomenon it also effectively improves the model
performance.

In subtask 2, the results of our proposed multi-
task sequence labeling model on the dev set are
F1-score of 0.215, Precision of 0.378, and Recall
of 0.151. The results on the test set are F1-score of
0.091, Precision of 0.186, and Recall of 0.061.

Table 3 shows the results of Subtask 3. It can be
observed that ResNet18 works better than VGG16
when using both ALBERT and ALBERT-Text-
CNN models. The performance was improved
by adding a Text-CNN layer to the text channel.
Considering that the micro F1-scores are relatively
close, we selected the models with the top-three F1-
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Model F1-Macro F1-Micro
BERT 0.302 0.509
RoBERTa-Text-CNN 0.385 0.500
BERT-Text-CNN 0.414 0.560
ALBERT-Text-CNN 0.472 0.625

Table 2: Scores of different models for subtask 1 on dev set.

Model F1-Macro F1-Micro
ALBERT-VGG16 0.240 0.577
ALBERT-ResNet18 0.272 0.605
ALBERT-Text-CNN+VGG16 0.346 0.606
ALBERT-Text-CNN+ResNet18 0.247 0.636
Hard Voting 0.245 0.625

Table 3: Experimental results of different models for subtask 3 on dev set.

scores and used hard voting to generate the results
for comparison.

For all three subtasks, the proposed systems
achieved micro F1-scores of 0.492, 0.091, and
0.446 on the test set, respectively. The results of
all models exceeded the baseline. However, there
is a considerable decrease compared to the scores
of 0.625, 0.215, and 0.636 achieved on the dev set.

4 Conclusions

In this paper, we presented our system for the
SemEval-2021 Task 6, the experimental results in
subtasks 1 and 3 show that our proposed ALBERT-
Text-CNN model and the parallel channel model
achieved a good performance in the detection of
persuasion techniques in texts and images.

We participated in all three subtasks and
achieved the 12th, 7th, and 11th places in the test
set, respectively. In a future study, to improve the
generalization ability of the model, we will focus
on how to deal with the problems caused by unbal-
anced training data.
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