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Abstract

In recent years, the widespread use of social
media has led to an increase in the generation
of toxic and offensive content on online plat-
forms. In response, social media platforms
have worked on developing automatic detec-
tion methods and employing human modera-
tors to cope with this deluge of offensive con-
tent. While various state-of-the-art statistical
models have been applied to detect toxic posts,
there are only a few studies that focus on de-
tecting the words or expressions that make a
post offensive. This motivates the organization
of the SemEval-2021 Task 5: Toxic Spans De-
tection competition, which has provided par-
ticipants with a dataset containing toxic spans
annotation in English posts. In this paper, we
present the WLV-RIT entry for the SemEval-
2021 Task 5. Our best performing neural trans-
former model achieves an 0.68 F1-Score. Fur-
thermore, we develop an open-source frame-
work for multilingual detection of offensive
spans, i.e., MUDES, based on neural trans-
formers that detect toxic spans in texts.

1 Introduction

The widespread adoption and use of social media
has led to a drastic increase in the generation of
abusive and profane content on the web. To counter
this deluge of negative content, social media com-
panies and government institutions have turned
to developing and applying computational mod-
els that can identify the various forms of offensive
content online such as aggression (Kumar et al.,
2018, 2020), cyber-bullying (Rosa et al., 2019),
and hate speech (Ridenhour et al., 2020). Prior
work has either designed methods for identifying
conversations that are likely to go awry (Zhang

WARNING: This paper contains text excerpts and words
that are offensive in nature.

et al., 2018; Chang et al., 2020) or detecting of-
fensive content and labelling posts at the instances
level – this has been the focus in the recent shared
tasks like HASOC at FIRE 2019 (Mandl et al.,
2019a) and FIRE 2020 (Mandl et al., 2020), Ger-
mEval 2019 Task 2 (Struß et al., 2019), TRAC
(Kumar et al., 2018, 2020), HatEval (Basile et al.,
2019a), OffensEval at SemEval-2019 (Zampieri
et al., 2019b) and SemEval-2020 (Zampieri et al.,
2020).

With respect to identifying offensive language
in conversations, comments, and posts, noticeable
progress has been made with a variety of large,
annotated datasets made available in recent years
(Pitenis et al., 2020; Rosenthal et al., 2020). The
identification of the particular text spans that make
a post offensive, however, has been mostly ne-
glected (Mathew et al., 2021) as current state-of-
the-art offensive language identification models
flag the entire post or comment but do not actually
highlight the offensive parts. The pressing need for
toxic span detection models to assist human con-
tent moderation, processing and flagging content
in a more interpretable fashion, has motivated the
organization of the SemEval-2021 Task 5: Toxic
Spans Detection (Pavlopoulos et al., 2021).

In this paper, we present the WLV-RIT sub-
mission to the SemEval-2021 Task 5. We ex-
plore several statistical learning models and re-
port the performance of the best model, which
is based on a neural transformer. Next, we gen-
eralise our approach to an open-source frame-
work called MUDES: Multilingual Detection of Of-
fensive Spans (Ranasinghe and Zampieri, 2021a).
Alongside the framework, we also release the pre-
trained models as well as a user-friendly web-based
User Interface (UI) based on Docker, which pro-
vides the functionality of automatically identifying
the offensive spans in a given input text.
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2 Related Work

Datasets Over the past several years, multiple
post-level, offensive language benchmark datasets
have been released. In Zampieri et al. (2019a), the
authors compiled an offensive language identifica-
tion dataset with a three-layer hierarchical annota-
tion scheme – profanity, category, and target identi-
fication. Rosenthal et al. (2020) further extended
the dataset using a semi-supervised model that was
trained with over nine million annotated English
tweets. Recently, Mathew et al. (2021) released
the first benchmark dataset which covered the three
primary areas of online hate-speech detection. The
dataset contained a 3-class classification problem
(hate-speech, offensive, or neither), a targeted com-
munity, as well as the spans that make the text hate-
ful or offensive. Furthermore, offensive language
datasets have been annotated in other languages
such as Arabic (Mubarak et al., 2017), Danish (Sig-
urbergsson and Derczynski, 2020), Dutch (Tulkens
et al., 2016), French (Chiril et al., 2019), Greek
(Pitenis et al., 2020), Portuguese (Fortuna et al.,
2019), Spanish (Basile et al., 2019b), and Turkish
(Çöltekin, 2020).

Apart from the dataset released for SemEval-
2021 Task 5, HateXplain (Mathew et al., 2021) is,
to the best of our knowledge, the only dataset that
we could find that has been annotated at the word
level. The dataset consists of 20, 000 posts from
Gab and Twitter. Each data sample is annotated
with one of the hate/offensive/normal labels, com-
munities being targeted, and words of the text are
marked by the annotators who support the label.

Models In the past, trolling, aggression, and cy-
berbullying identification tasks on social media
data have been approached using machine and
deep learning-focused models (Kumar et al., 2018).
Across several studies (Malmasi and Zampieri,
2017, 2018; Waseem and Hovy, 2016) researchers
have noted that n-gram based features are very
useful when building reliable, automated hate-
speech detection models. Statistical learning mod-
els aided with natural language processing (NLP)
techniques are frequently used for post-level of-
fensive and hateful language detection (Davidson
et al., 2017; Indurthi et al., 2019). Given the in-
creased use of deep learning in NLP tasks, of-
fensive language identification has seen the intro-
duction of methods based on convolutional neural
networks (CNNs) and Long Short-term Memory

(LSTM) networks (Badjatiya et al., 2017; Gambäck
and Sikdar, 2017; Hettiarachchi and Ranasinghe,
2019). The most common approach has been to
use a word/character embedding model such as
Word2vec (Mikolov et al., 2013), GloVe (Penning-
ton et al., 2014), or fastText (Mikolov et al., 2018)
to embed words/tokens and then feed them to an
artificial neural network (ANN) (Zampieri et al.,
2019b).

With the introduction of BERT (Devlin et al.,
2019), neural transformer models have become
popular in offensive language identification. In
hate speech and offensive content identification in
Indo-European languages, the BERT model has
been shown to outperform GRU (Gated Recurrent
Unit) and LSTM-based models (Ranasinghe et al.,
2019). In Mandl et al. (2019b), the best perform-
ing teams on the task employed BERT-based pre-
trained models that identified the type of hate and
target of a (text) post.

The SemEval-2019 Task 6 (Zampieri et al.,
2019b) presented the challenge of identifying and
categorizing offensive posts on social media, which
included three sub-tasks. In sub-task A: offensive
language identification, Liu et al. (2019a) applied a
pre-trained BERT model to achieve the highest F1
score. In Sub-task B: automatic categorization of
offense types, BERT-based models also achieved
competitive rankings. We noticed similar trends
in SemEval-2020 Task 12 (Zampieri et al., 2020)
as well. Not limited to English, transformer mod-
els have yielded strong results in resource-scarce
languages like Bengali (Ranasinghe and Zampieri,
2020) and Malayalam (Ranasinghe et al., 2020)
along with cross-lingual transfer learning from
resource-rich languages (Ranasinghe and Zampieri,
2020, 2021b). Nonetheless, despite the recent suc-
cess of statistical learning in offensive language
detection problems, due to the lack of finer-grained,
detailed datasets, models are limited in their ability
to predict word-level labels.

3 Task and Dataset

In the SemEval-2021 Task 5 dataset, the sequence
of words that makes a particular post or comment
toxic is defined as a toxic span. The dataset for
this task is extracted from posts in the Civil Com-
ments Dataset that have been found to be toxic.
The practice dataset has 690 instances out of which
43 instances do not contain any toxic spans. The
training dataset has a total of 7, 939 instances and
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Post Offensive Spans

Stupid hatcheries have completely fucked everything [0, 1, 2, 3, 4, 5, 34, 35, 36, 37, 38, 39]
Victimitis: You are such an asshole. [28, 29, 30, 31, 32, 33, 34]
So is his mother. They are silver spoon parasites. []
You’re just silly. [12, 13, 14, 15, 16]

Table 1: Four comments from the dataset along with their annotations. The offensive words are displayed in red
and the spans are indicated by the character position in the instance.

comprises 485 instances without any toxic spans.
Each instance is composed of a list of toxic spans
and the post (in English). In Table 1, we present
four randomly selected examples from the training
dataset along with their annotations.

Figure 1: The Bi-LSTM-CRF model. Green squares
represent the top CRF layer. Non-offensive and offen-
sive tokens are shown as 0 and 1, respectively.

4 Methodology

4.1 Lexicon-based Word Match

Lexicon-based word-matching algorithms often
achieve balanced results. For the lexicon, we col-
lected profanity words from online resources1,2.
Then, we added the toxic words present in the train-
ing dataset and we run a simple word matching
algorithm the trie data structure. As anticipated,
the algorithm does not evaluate the toxic spans con-
textually and misses censored swear words. For
instance, the word f**k is missed, which is not
present in the lexicon. Nonetheless, this result pro-
vides as a useful baseline performance measure-
ment for the task.

4.2 Recurrent Networks: Long Short-Term
Memory

Long Short-term Memory (LSTM) is a recurrent
neural network model that uses feedback connec-

1https://www.cs.cmu.edu/˜biglou/
resources/bad-words.txt

2https://github.com/RobertJGabriel/
Google-profanity-words

tions to model temporal dependencies (past-to-
present) in sequential data. Bidirectional LSTM
(Bi-LSTM) is capable of learning contextual in-
formation both forwards and backwards in time
compared to conventional LSTMs. In this study,
we used the Bi-LSTM architecture given this bi-
directional ability to model temporal dependencies.
Conditional random fields (CRF) (Lafferty et al.,
2001) are a statistical model that are capable of
incorporating context information and are highly
used for sequence labeling tasks. A CRF connected
to the top of the Bi-LSTM model provides a power-
ful way to model relationships between consecutive
outputs (across time) and provides a means to ef-
ficiently utilize past and future tag information to
predict the current tag.

The final hybrid model is comparable to the pre-
vious state-of-the-art sequence tagging Bi-LSTM-
CRF model (Huang et al., 2015). Figure 1 presents
the Bi-LSTM-CRF architecture we designed for
this study, which has 4.2 million trainable parame-
ters. We trained the model on mini-batches of 16
samples with a 0.005 learning rate for 5 epochs
with a maximum sequence length of 200.

4.3 Neural Transformers
Recently, pre-trained language models have been
shown to be quite useful across a variety of NLP
tasks, particularly those based on bidirectional neu-
ral transformers such as BERT (Devlin et al., 2019;
Li et al., 2019). Transformer-based models have
also been shown to be highly effective in sequence
classification tasks such as named entity recogni-
tion (NER) (Luoma and Pyysalo, 2020). In our
work, we extend the BERT model by integrating
a token level classifier. The token-level classifier
is a linear transformation that takes the last hidden
state of the sequence as the input and produces a
label for each token as its output. In this case, each
token will be predicted to have one of two possible
labels – toxic or not toxic. We fine-tuned the un-
cased BERT transformer model with a maximum

https://www.cs.cmu.edu/~biglou/resources/bad-words.txt
https://www.cs.cmu.edu/~biglou/resources/bad-words.txt
https://github.com/RobertJGabriel/Google-profanity-words
https://github.com/RobertJGabriel/Google-profanity-words
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Figure 2: The two-part model architecture. Part A depicts the language model and Part B is the token classifier.
(Ranasinghe and Zampieri, 2021a)

sequence length of 400 with batches of size of 16.
We also experimented with customising the lay-

ers in between the BERT transformer and token-
classification layer by adding a CRF layer between
them given that it has been shown that BERT-CRF
architectures often outperform BERT baselines in
similar sequence labeling tasks (Huang et al., 2019;
Souza et al., 2020). Therefore, we added a sequen-
tial CRF layer on top of the BERT transformer
and further incorporated dropout (probability of
dropping a neuron was 0.2) to introduce some reg-
ularization. Unfortunately, in our experiments, we
found that adding a CRF layer does not signifi-
cantly improve the final generalization results. Ad-
ditionally, we experimented with transfer learning
to identify if a further boost in model generalization
was possible if we first trained a basic BERT trans-
former on HateXplain (Mathew et al., 2021) and
then fine-tuned it using our extended architecture
as described above. However, the transfer learning
process did not improve results any further.

Development of MUDES Given the success we
observed using neural transformers such as BERT,
we developed a (software) framework we call
MUDES (Ranasinghe and Zampieri, 2021a): Mul-
tilingual Detection of Offensive Spans, an open-
source framework based on transformers to detect
toxic spans in texts. MUDES offers several capa-
bilities in addition to the (automatic) token classi-
fication we described earlier. MUDES has the fol-
lowing components: a) Language Modeler: Fine–
tuning transformer models using masked language

modeling before performing the downstream task
often leads to better results (Ranasinghe and Het-
tiarachchi, 2020) and MUDES incorporates this,
b) Transformer Type Variety: since there are
many varieties of neural transformers, e.g., XLNet
(Yang et al., 2019), RoBERTa (Liu et al., 2019b)
that have been shown to outperform BERT-based
architectures (Ranasinghe and Hettiarachchi, 2020;
Hettiarachchi and Ranasinghe, 2020a), our soft-
ware framework provides support for these archi-
tectures, and, finally, c) Model Ensembling: mul-
tiple MUDES models with different random seeds
can be trained and the final model prediction is the
majority vote from all the models, aligning with the
approach taken in Hettiarachchi and Ranasinghe
(2020b, 2021); Jauhiainen et al. (2021).

The complete architecture of MUDES is de-
picted in Figure 2. We used several popular trans-
former models including BERT (Devlin et al.,
2019), XLNET (Yang et al., 2019), RoBERTa (Liu
et al., 2019b), SpanBERT (Joshi et al., 2020), and
ALBERT (Lan et al., 2020). We compared these
transformer architectures against the spaCy token
classifier baseline (reported by the competition
organisers) and report these results in Section 5.
Since adding a CRF layer did not improve the re-
sults in our models, we do not add this to MUDES.

Parameter optimization involved mini-batches of
8 samples using the Adam update rule (global learn-
ing rate was 2e−5 and a linear warm-up schedule
over 10% of the training data was used). Models
were evaluated using a validation subset that con-
tained 20% of the training data. Early stopping
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was executed if the validation loss did not improve
over 10 evaluation steps. Models were trained for
3 epochs on an Nvidia Tesla K80 GPU using only
the training set provided.

5 Evaluation and Results

For evaluation, we followed the same procedure
that the task organisers have used to evaluate the
systems.

Let system Ai return a set St
Ai

of character off-
sets for parts of a text post that have been found
to be toxic. Let Gt be the character offsets of the
ground truth annotations of t. We compute the F1
score of system Ai with respect to the ground truth
G for post t as mentioned in Equation 1 where |
·| denotes set cardinality. P t and Rt measure the
precision and recall, respectively.

F t
1 (Ai, G) =

2 · P t (Ai, G) ·Rt (Ai, G)

P t (Ai, G) +Rt (Ai, G)
(1)

Model Trial F1 Test F1
MUDES RoBERTa 0.6886 0.6801

MUDES BERT 0.6771 0.6698
MUDES SPANBert 0.6751 0.6675

MUDES XLNet 0.6722 0.6653
BERT 0.6738 0.6538

BERT-CRF 0.6643 0.6517
BERT HateXplain 0.6387 0.6326

spaCy baseline 0.5976 0.5976
Bi-LSTM-CRF 0.5631 0.5398

Lexicon word match 0.3378 0.4086

Table 2: Results ordered by test F1 score. The Trial F1
column shows the F1 scores on the trial set and the Test
F1 column shows the F1 scores for test set.

Observe in Table 2 that all of our deep neural-
based models outperformed the spaCy baseline
while the lexicon-based word match algorithm pro-
vided fairly good results despite it being an unsu-
pervised method. Our best model is the MUDES
RoBERTa model which scored 0.68 F1 score in
the test set and is very compatible with the 0.70
F1 score that the best model scored in the compe-
tition. Furthermore, it is clear that the additional
features supported by our MUDES framework, e.g.,
language modeling and ensembling, improves the
results over a vanilla BERT transformer.

6 Conclusion and Future Work

In this paper, we presented the WLV-RIT approach
for tackling the SemEval-2021 Task 5: Toxic Spans
Detection. SemEval-2021 Task 5 provided partici-
pants with the opportunity of testing computational
models to identify token spans in toxic posts as
opposed to previous related SemEval tasks such as
HatEval and OffensEval that provided participants
with datasets annotated at the instance level. We
believe that word-level predictions are an impor-
tant step towards explainable offensive language
identification.

We experimented with several methods includ-
ing a lexicon-based word match, LSTMs, and neu-
ral transformers. Our results demonstrated that
transformer models offered the best generalization
results and, given the success observed, we devel-
oped MUDES, an open-source software framework
based on neural transformers focused on detecting
toxic spans in texts. With MUDES. we release
two English models that performed best for this
task (Ranasinghe and Zampieri, 2021a). A large
model; en-large based on roberta-large which is
more accurate, but has a low efficiency regarding
space and time. The base model based on xlnet-
base-cased; en-base is efficient, but has a compar-
atively low accuracy than the en-large model. All
pre-trained models are available on Hugging Face
Model Hub (Wolf et al., 2020)3. We also make
MUDES available as a Python package4 and set up
as an open-source project5. In addition, a proto-
type User Interface (UI) of MUDES has been made
accessible to the general public6 based on Docker7.

In terms of future work, we would like to experi-
ment with multi-task (neural) architectures that can
be used for offensive language identification capa-
ble of carrying out predictions at both the word-
level and post-level jointly. Furthermore, we would
like to evaluate multi-task architectures on multi-
domain and multilingual settings as well as broaden
our experimental comparison to other types of re-
current network models, such as the Delta-RNN
(Ororbia II et al., 2017).

3Available on https://huggingface.co/mudes
4Available at https://pypi.org/project/

mudes/
5The MUDES GitHub repository is available at https:

//github.com/tharindudr/MUDES
6The UI can be accessed from http://rgcl.wlv.ac.

uk/mudes/
7Available at https://hub.docker.com/r/

tharindudr/mudes

https://huggingface.co/mudes
https://pypi.org/project/mudes/
https://pypi.org/project/mudes/
https://github.com/tharindudr/MUDES
https://github.com/tharindudr/MUDES
http://rgcl.wlv.ac.uk/mudes/
http://rgcl.wlv.ac.uk/mudes/
https://hub.docker.com/r/tharindudr/mudes
https://hub.docker.com/r/tharindudr/mudes
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