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Abstract

The purpose and influence of a citation are im-
portant in understanding the quality of a pub-
lication. The 3c citation context classification
shared task at the Second Workshop on Schol-
arly Document Processing aims at addressing
this problem. This paper is the submission of
the team Amrita_CEN_NLP to the shared task.
We employed Bi-directional Long Short Term
Memory (Bi-LSTM) networks and a Random
Forest classifier with fasttext embedding for
modelling the aforementioned problems by
considering the class imbalance problem in the
data.

1 Introduction

In the evolution of the Information Age, where
colossal amounts of research papers and scientific
literature are now available, the need for a method
which measures the scientific impact of a paper has
become paramount. One such method is citation
analysis. Citations are defined as a reference to
the source of information used in one’s research.
The conventional approach to citation analysis in-
volves utilising the frequency of citations Zhou
et al. (2020) while treating all citations equally.
This methodology provides a vague or even inac-
curate overview of scientific development.

There are restrictions on the type of conclusions
that can be drawn from citation counts, as many
of the intricacies of citations are connected with
the quality of the paper cited, and the context in
which the citation is made. Two essential features
for gauging the quality of a research paper are dis-
cerning the intent of citation and its level of influ-
ence. These features are the crux of the 3C shared
task which has been split into two subtasks – Pur-
pose (A) and Influence (B). Purpose is a multi-class
classification problem which classifies the cited ti-
tle based on how it is related to the citing paper.
Meanwhile, influence is a binary-class classifica-
tion problem which classifies whether the cited title

is merely incidental or actually influential to the
citing paper.

This paper reports the submissions of the Am-
rita_CEN_NLP team for the 3C Citation Context
Classification shared task Kunnath et al. (2021).
We used deep learning and machine learning mod-
els developed using Bi-LSTM and Random For-
est algorithms Liaw et al. (2002), Premjith et al.
(2019a), Premjith et al. (2019b) to complete the
subtasks. They will be elaborated upon in Section
4.

2 Literature Review

Though the importance of categorizing scientific
literature according to context is apparent, the re-
ported amount of research that has been carried
out is insufficient. Along with a classification
model, Teufel et al. (2006) also proposed an an-
notation scheme for the categorization of the cita-
tions. 12 classes were considered for annotation.
From 116 articles, 2829 citation samples were gath-
ered. These were used to train the machine learning
model. 113K algorithms were used for classifica-
tion with hand-engineered features. One of such
features was cue phrases. Features such as pattern-
based features, topic-based features, and prototyp-
ical argument features were used by D. Jurgens
Jurgens et al. (2018) to separate the documents into
its 6 corresponding classes. The RandomForest
algorithm was used for classification. Cohan et al.
(2019) also utilised Glove, ELMO word embed-
ding features, and Bi-LSTM with attention models
to aid in the classification of the citations. Kun-
nath et al. (2020) organized the first shared task
on citation classification in 2020, where different
teams came up with different approaches to solve
3c classification problem.

3 Dataset Description

The training data that has been provided in Kaggle
as a part of 3C shared task contains 3000 instances
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annotated using the ACT platform, whereas the test
set contains 1000 datapoints. The dataset is in csv
format and contains the following fields: Unique
Identifier, COREID of Citing Paper (Name of the
text files in the full text dump), Citing Paper Ti-
tle (Research Paper in consideration), Citing Paper
Author (Author of the Citing Paper), Cited Paper
Title (Paper cited by the Citing Paper), Cited Pa-
per Author (Author of the Cited Paper), Citation
Context (Citation Context represents the sentence
containing the citations), and the Class Labels. The
training set for Subtask-A is highly imbalanced,
where the class BACKGROUND contains 54.93%
of the total data, and the class FUTURE comprises
a mere 2.07% of the data. The training data for
the Subtask-B is balanced and has two class labels.
Labels, description and the percentage of share in
the dataset for subtask-A and subtask-B are shown
in Tables 1 and 2, respectively.

4 System Description

This section describes the approaches used by Am-
rita_CEN_NLP to implement the models for both
subtask-A and B. We experimented with machine
learning as well as deep learning algorithms to com-
plete the tasks. The workflow of the approach is
given below.

1. Preprocessing

2. Feature extraction and Classification

3. Result analysis

4.1 Preprocessing
This step involves the data cleaning part. We con-
sidered both "cited title" and "citation context" for
the analysis. After lowercasing all the characters
in the input text, stop words were removed. At the
same time, we didn’t remove stop words for the
deep learning models. This step was followed by
deleting all the characters other than alphanumeric
symbols from the text.

4.2 Feature Extraction and Classification
We employed both Random Forest and Bi-LSTM
models for completing this task.

4.2.1 Random Forest Model
The Random Forest classifier used a Term
Frequency-Inverse Document Frequency (TF-IDF)
Chacko et al. (2019) with Singular Value Decom-
position (SVD) Reshma et al. (2018) features for

classification, as well as the fasttext embedding Bo-
janowski et al. (2017). For computing the TF-IDF
values, we considered the unigram probabilities.
SVD was applied to reduce the dimensionality of
the feature vector by considering the first 50 com-
ponents. The fasttext model was trained over the
available training and testing data to generate the
embeddings of dimension 300. A cost-sensitive
learning approach Premjith and Soman (2020) was
utilized to deal with the class imbalance problem.

4.2.2 Bi-LSTM Model
This work also used a Bi-LSTM for the classifica-
tion. The workflow is as follows

1. Tokenize the input text into words

2. Use <OOV> token to handle any Out-of-
Vocabulary words in the test data

3. Converted the words into integer indices by
keeping all the words in the corpus for the
analysis

4. Appended zeros at the end of each integer
sequence to make the sequence length equal

5. Labels were converted into a one-hot encoded
representation

6. Used Bi-LSTM with softmax layer for the
classification of the text into different cate-
gories.

The hyperparameters used for building the model
is explained in Table 3.

4.3 Result Analysis
Tables 4 and 5 show the performance of the mod-
els submitted for subtask-A and subtask-B, respec-
tively. In the Tables Bi-LSTM, D and CW stand
for Bi-LSTM, Dropout and Class weight, whereas
128 and 64 represent the number of hidden layer
neurons in the Bi-LSTM. For the subtask-A, the
Bi-LSTM + D + CW + 128 model outperformed
other models both in private and public scores. In
subtask-B, even though random forest classifier
with fasttext embedding exhibited the highest pri-
vate score, it is Bi-LSTM + D + CW + 64 scored
the maximum in public score.

5 Conclusion

This working note describes the submission of Am-
rita_CEN_NLP at the 3c citation context classifi-
cation task at Second Workshop on Scholarly Doc-
ument Processing. Our team participated in both
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Class Label Description Percentage share
Incidental The cited title is incidental to the citing paper 52.27
Influential The cited title is influential to the citing paper 47.73

Table 1: Influence Class Labels

Class Label Description Percentage share
BACKGROUND The citing paper in consideration provides

relevant information or is part of the body
of literature in this domain

54.93

COMPARES_CONTRASTS The citing paper expresses similarities or
differences to, or disagrees with, the paper
is cited

12.27

EXTENSION The citing paper extends the data, methods
etc. of the cited paper.

5.7

FUTURE The citing paper is potential avenue for fu-
ture work.

2.07

MOTIVATION The citing paper is directly motivated by
the cited paper.

9.2

USES The citing paper uses the methodology or
tools created by the cited paper.

15.83

Table 2: Purpose Class Labels

Hyperparameter Parameter value
Embedding dimension 500
# Hidden layer neurons 128
Activation at Bi-LSTM ReLU

Dropout 0.1
Classifier Softmax

Loss Crossentropy
Optimizer Adam

Learning rate 0.01

Table 3: Hyperparameters used for implementing Bi-
LSTM model

Model Private Public
Bi-LSTM + D + CW + 128 0.21358 0.18369
Bi-LSTM + D + CW + 64 0.18225 0.17731
Bi-LSTM + D 0.13531 0.16323
RF + CW + TFIDF-SVD 0.12945 0.14014

Table 4: Private and public scores of the submitted
models for subtask-A

Model Private Public
Bi-LSTM + D + CW + 128 0.48153 0.47758
Bi-LSTM + D + CW + 64 0.47516 0.54010
Bi-LSTM + D 0.46144 0.48346
RF + CW + Fasttext 0.53398 0.47169
RF + TFIDF-SVD 0.43160 0.46971

Table 5: Private and public scores of the submitted
models for subtask-B

subtask-A and subtask-B and used the same models
for the classification. We experimented with differ-
ent Bi-LSTM model by addressing the class imbal-
ance problem, which is a problem to be considered,
especially in subtask-A. A Bi-LSTM model with
dropout and 128 hidden layer neurons achieved the
best performance in both tasks. However, random
forest classifier with fasttext embedding obtained
the highest public score in subtask-B.
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