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Abstract

This paper present a description for the
ROCLING 2021 shared task in dimen-
sional sentiment analysis for educational
texts. We submitted two runs in the fi-
nal test. Both runs use the standard re-
gression model. The Runl uses Chinese
version of BERT as the base, and in Run2
we use the early version of MacBERT that
Chinese version of RoBERTa-like BERT
model, RoBERTa-wwm-ext. Using power-
ful pre-training model of BERT for text em-
bedding to help train the model.
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1 Introduction

The ROCLING 2021 Shared Task was inher-
ited from a task about dimensional sentiment
analysis task for Chinese words at TALP2016.
The task is extended to include both word-
and phrase-level dimensional sentiment analy-
sis. It explores the sentence-level dimensional
sentiment analysis task on educational texts.

In view of structured information such as at-
tendance, in-class participation have been ex-
tensively studied to predict students” learning
performance. For this reason, the organizers of
task wanted participants to use unstructured
information such as self- evaluation comments
written by students. Using dimensional sen-
timent analysis to identify valence-arousal rat-
ings from texts. To analyze the affective states
contained in them to help illuminate students’
affective states.

In the three training sets provided, there are
several sentences, phrases, or words with their
corresponding real-valued or average scores for
both valence and arousal dimensions. The two
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dimensions range from 1 (highly negative or
calm) to 9 (highly positive or excited) where
valence represents the degree of positive and
negative sentiment, and arousal represents the
degree of calm and excitement(Yu et al., 2016).
For example, the questions and answers used
in this shared task are shown below:

Input:

SRBETHSAMAFEBYRE > FTAL
AR ARARAT #

Output:
Valence: 6.8
Arousal: 5.2

In short, the specific goal of this shared task
is to input a sentence and let our proposed sys-
tem predict the score on two indexes, Valence
and Arousal.

Therefore, this task can be defined as a two-
objective regression task. We used the Chi-
nese versions of the BERT and RoBERTa pre-
training models to construct the regression
models. In the experiment, we chose differ-
ent motivation functions in the two tests. We
also adjusted some of the parameters in order
to find a more suitable method. The rest of
the paper will give the details of our method,
show the experiment setting and results, also
discussions on the results, In the final section,
we will give conclusion and future works.

2 Method

For comparison, we fine-tune two Transformer
Models, bert-base-chinese and RoBERTa-
wwm-ext. The former uses the official Chinese
version of BERT provided by Google(Devlin
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et al., 2019), while the latter uses the Chi-
nese version of the RoBERTa-like model pro-
posed by State Key Laboratory of Cognitive
Intelligence, iIFLYTEK Research (HFL)(Cui
et al., 2019, 2020). We fine-tun the two mod-
els, and combine two different activation func-
tions, ReLLU and LeakyReLU, to build the re-
gression model. In this section, we present
our ideas and attempts on the models, as well
as the methods and procedures used to build
them.

2.1 Model-1: BERT

In Runl, our system is based on the stan-
dard Chinese version of the BERT pre-training
model proposed by Google. BERT is a
deep, two-way unsupervised language repre-
sentation trained using only plain text cor-
pus. Unlike word2vector(Mikolov et al.) and
GloVe(Pennington et al., 2014), which do not
use context.Transformers is a new simple net-
work structure proposed by Google, which is
based only on attention mechanisms and does
not require recursion and convolution at all.
The results of the two translator tasks pre-
sented in their study show that the model can
improve considerably with this network.Also,
it is easier to perform parallelization, and the
training time required for the model is signif-
icantly reduced(Vaswani et al., 2017).BERT
takes into account the context in which a par-
ticular word appears each time it is used in
an article. Therefore, even if the same word
occurs repeatedly, BERT can generate differ-
ent word vectors according to different con-
texts(Devlin et al., 2019).

We consider that the text data used for
training the model is clean and does not con-
tain tags such as <br>, which are not use-
ful for model training. So, we just organize
the training data and convert it into a data
form that can be read by the BERT model. In
this part, we use Pytorch(Paszke et al., 2019)
and call HuggingFace(Wolf et al., 2020) to fine-
tune and build the whole model.

2.2 Model-2: Chinese-RoBERTa-wwm

As a comparison with Runl, our system
is built using a RoBERT-like model called
RoBERTa-wwm-ext in Run2. First, the origi-
nal version of RoOBERTa (Robustly optimized
BERT approach)(Liu et al., 2019), which can
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be simply understood as an enhanced opti-
mization of the original BERT model. It was
jointly proposed by Facebook and the Univer-
sity of Washington. RoBERTa has the fol-
lowing main improvements over the original
BERT. It uses a larger number of model pa-
rameters, a larger batch size, and increases the
training data. In the model training process,
RoBERTa adopts a dynamic mask, so that the
model generates a new mask pattern for each
input sequence. In this way, the model can
gradually adapt to different mask patterns as
the data is input. Then, considering the con-
troversy over the validity of the NSP task used
on BERT (Devlin et al., 2019; Lample and Con-
neau, 2019; Joshi et al., 2020), RoBERTa has
also adapted the NSP task.

MacBERT is a new pre-training model
proposed by the HFL after improving the
models same proposed by them, such as
Chinese-BERT-wwm and Chinese-RoBERTa-
wwm(Cui et al., 2020, 2019). Therefore, in this
paper we call the RoBERTa-wwm-ext model
as the early version MacBERT. The model’s
full name is RoBERTa Whole Word Masking
Extended data. The "wwm” here refers to the
updated version released by the author of the
original BERT in 2019, named Whole Word
Masking. It mainly mitigates the drawbacks
in original BERT’s Wordpice. If the masked
WordPiece token belongs to a whole word,
then all the WordPiece tokens will be masked,
so that it forms a complete word, not just
WordPices in the training task. It is benefi-
cial to design more powerful models(Wu et al.,
2016; Cui et al., 2019).

The model we use is called RoBERTa-like
because this pre-trained model is made by the
original author by integrating the advantages
of RoBERTa and BERT-wwm. In essence, it
is not RoBERTa, but a BERT model trained
according to the training method similar to
RoBERTa. They used the wwm strategy for
mask instead of Dynamic masking in the pre-
training phase, eliminated the NSP loss, and
adjusted the length of MAX Len and the num-
ber of training steps(Cui et al., 2019, 2020).

As Model-1, we also used Pytorch and called
HuggingFace to fine-tune and build the whole
model.



The 33rd Conference on Computational Linguistics and Speech Processing (ROCLING 2021)
Taoyuan, Taiwan, October 15-16, 2021. The Association for Computational Linguistics and Chinese Language Processing

2.3 ReLU and LeakyReLU

In the current study, we used two activation
functions, ReLU and LeakyReLU, to construct
the regression models for our two systems.
In order to make a larger difference between
the two tests, we used LeakyReLU in the
BERT-based model and used common ReLLU
in RoBERTa-like model.

ReLU (rectified linear activation function)
is a widely used activation function in deep
neural networks(Ramachandran et al., 2017).
It can be as a piecewise linear function that
modifies the negative part to zero and keeps
the positive part. In other words, the value of
ReLU is zero when it is smaller than zero and
remains the same when it is larger(Nair and
Hinton, 2010; Sun et al., 2014). It is a non-
saturated excitation function, which has many
advantages over saturated functions such as
sigmoid and tanh.

Since RelLU can maintain the original state
when the output is above zero, this property
can keep the gradient invariant and can effec-
tively mitigate the vanishing gradient and ex-
ploding gradient problems(Clevert et al., 2016;
Xu et al., 2015)that easily occur in the sigmoid
and tanh functions. In addition, ReLU has an
important property that the result of activa-
tion by it is sparse. Although some scholars
have question(Xu et al., 2015), it is generally
accepted that the sparse property of ReLU can
lead to excellent performance(Glorot et al.,
2011; He et al., 2014). The reason is that
the sparsity of ReLU can separate the fea-
tures in the data, make the dense features
sparse, and make the features linearly separa-
ble(Glorot et al., 2011). Therefore, ReLU can
learn the features of data more flexibly and
effectively.

LeakyReLU is a variant of ReLU. The
biggest difference with ReLU is that
LeakyReLLU is given a non-zero slope in
the negative part, the negative part is no
longer set to zero at all times. This change
solves the dying ReLU problem. It refers
to the fact that when the activation value
of ReLU is always negative, the gradient
obtained is also always zero. As a result, the
neuron can no longer learn, like it is “dead”

The adjustment solves this problem, so
that it has the advantage of ReLU, but also
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solves some of the original shortcomings of
ReLU(Xu et al., 2015; Maas, 2013).

The detailed shapes of the two models can
be seen in Figure 1 (a) and Figure 1 (b).
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Figure 1: ReLU and LeakyReLU Function

3 Experiments

Figure 2 shows the overall flow of our study,
which can be roughly divided into the fol-
lowing processes. We first do a simple pre-
processing of the raw data to be used for
training the model, and build a dataloader
to facilitate the training.Then we construct
a BERT /RoBERTa-like neural network model
and train it.After the training, the test data
are also organized into a dataloader and given
to the model for prediction.Finally, the predic-
tion results of the model are organized into a
prescribed format.

In this section, we describe in detail the var-
ious settings of our system and analyze the
results and errors.

3.1 Parameters and Setting

For Runl, we use a batch size of 16 to run
the training. We use AdamW (Loshchilov and
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Hutter, 2019) as the optimizer of the model,
which is a variant of another classical opti-
mizer, Adam(Kingma and Ba, 2017). The au-
thors of AdamW propose simple modifications
to improve the weight decay and improve its
generalization performance. We set the learn-
ing rate of the optimizer to 2e-5, correct_bias
to False, and keep the rest of the relevant pa-
rameters as default. Run2 is the same as Runl
except that the batch size is changed to 32.
Finally, the maximum length of the training
data is set to 200 for both.

For the model architecture, Runl and Run2
are basically the same. Both of them use two
linear layers, two activation layers and two
dropout layers with p=0.2 for Runl, with 0.1
for Run2, to avoid overfitting.

During the model training, Runl and Run2
are trained for 100 epochs by default. A pa-
rameter called "patience” is set as the thresh-
old. The training is terminated early if the
model does not improve its loss for three con-
secutive epochs. Runl is automatically termi-
nated at the 60th epoch, and Run2 is manually
terminated at 26 epochs to avoid overfitting.

3.2 Official Run and Fixed Run Result

Table 1 show the prediction results of our sys-
tem for the two targets in two Runs. Since we
made a mistake when submitting the final test,
the predicted answers were misaligned with
the questions in our submitted results. As
a result, we got unexpected predicted scores
from the organizer’s validation. The scores is
named ”Official” in tables. After fixing the
program, we verified the model prediction with
the same verification method as the organizer,
mean absolute error and pearson correlation
coefficient, and got a different result. The new
results are shown in Table 1, too.

3.3 Result and Error Analysis

From Section 3.3, our system returned to a
more normal value after correcting the error.
Thanks to the power of BERT, our system
is able to perform to a certain extent even if
we do not do too much complex processing of
training data or neural network models.
Briefly summarizing Tables 1, Run2
(RoBERTa-wwm-ext + ReLU) is better
than Runl (BERT + LeakyReLU) in both
objectives. It seems to show that the
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RoBERTa-wwm-ext trained with more pre-
training data is still better than the original
BERT, even with the LeakyReLU assist,
when the other settings are similar.

Table 3 shows the performance of our sys-
tem in the two Runs after the correction in
comparison with the other groups’ systems. It
is found that our system is able to have a simi-
lar degree of correctness as the other groups af-
ter the correction. After looking at the results
for each group and ours, we were surprised to
find that the systems in each group performed
slightly worse on the ”Arousal” index than on
the "Valence” index.

Therefore, we list the prediction results and
questions of "Arousal” that are partially bet-
ter (loss<=0.001) and worse (loss>=3) on our
Run2-system to facilitate our comparison:

Better cases:

KRBT FHOH —I b » FEFHIEL
Error = 0.00070

K32 B T VAR AR A B % ) F 5 $F3R
KAV B 5 AR
FError = -0.00078

fede S REGRAEZTF » RAEZR LA
Error = 0.00094

Worse cases:

A RKAEIR %
Error = 3.197

ZE RS A&
Error = 3.054

MR & B A A
Error = 3.158

LR EEGENRE > ERA AWM EEL
I HAEERBL BT B
FError = -8.817

Looking at our prediction results with Ta-
ble 1 and Table 3, we found that our system
seemed to have a higher recognition rate for
the more complete sentences.As you can see
from the example we gave, if the student’s
description of the emotional state is more de-
tailed, the more accurate our system is in pre-
dicting the answer. When the student de-
scribes the situation in a more concise man-
ner, our system is most likely unable to make
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Run Valence MAE Valencer Arousal MAE Arousalr
Run1-Official 1.695 -0.017 1.177 0.040
Run2-Official 1.685 0.007 1.252 -0.021
Runl-Fixed 0.674 0.870 0.901 0.531
Run2-Fixed 0.600 0.900 0.877 0.565

Table 1: Official and Fixed Run Result

Run Valence MAE Valence r

Arousal MAE Arousal r

Runl 0.512 0.887 0.666 0.753
Run2 0.462 0.911 0.652 0.774
Table 2: Development Result
Run Valence MAE Valence r Arousal MAE Arousalr

CYUT-Runl-Fixed 0.674 0.870 0.901 0.531
CYUT-Run2-Fixed 0.600 0.900 0.877 0.565
NCU-NLP-Runl 0.625 0.900 0.938 0.549
NCU-NLP-Run2 0.611 0.904 0.989 0.582
ntust-nlp-1-Runl 0.684 0.912 0.906 0.607
ntust-nlp-1-Run2 0.586 0.901 0.885 0.585
ntust-nlp-2-Runl 0.654 0.905 0.880 0.581
ntust-nlp-2-Run2 0.667 0.913 0.866 0.616
SCUDS-Runl 0.953 0.694 1.054 0.375
SCUDS-Run2 0.975 0.667 1.039 0.354
SoochowDS-Runl 2.421 0.073 1.327 0.051
SoochowDS-Run2 1.073 0.584 1.125 0.228

Table 3: Comparison of results with other groups

a correct prediction. It is worth noting that, as
we have shown, there are also some sentences
where our system is unable to make a correct
prediction although there is a more detailed
description. For this, we have the following
inference.

Table 2 shows the results of the validation
of our model on the development set after the
training. However, it is important to note that
even in the development set with standard an-
swers, ”"Arousal” still only has a Pearson cor-
relation coefficient of about 0.7. We believe
that this may be the reason for the poor per-
formance of the predictions of ”Arousal”. Per-
haps the information we provide to the model
for learning may not be relevant enough to the
answer we are trying to predict. Considering
this study, we only did simple pre-processing
and Tokenizer on the text data used to train
the model. We did not filter the key features
in the text. Hence, our model may need more
narratives to predict the answer and cannot
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make judgments based on key features alone.
This makes it difficult for our model to predict
short sentences. We think this is one of the
parts of our system that needs to be improved
in the future, filtering out the key features be-
forehand to improve the feature strength. En-
hance the relevance of the model in training
and prediction.

4 Conclusion and Future Works

In this paper, we describe our proposed ap-
proach on ROCLING 2021 shared task in di-
mensional sentiment analysis for educational
texts. Our system is based on the Chinese
version of the BERT and RoBERTa-wwm-ext
models. Although the results were not good
in the official run because of a program error,
after fixing the error, our system has a stan-
dard result. It is worth noting that we only
used some standard methods and parameters
and do not use any complex methods. But be-
cause of this, our system s shortcomings are
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also obvious. As ”Arousal” problem this time,
the direct use of training data may not be suf-
ficient to train the model completely. In the
future, we can adjust the pre-processing part
of the data, such as finding the key features
in the sentences in advance, or increasing the
training data. For the neural network model,
we can try to add classical neural networks
such as LSTM(Hochreiter and Schmidhuber,
1997) or GRU(Chung et al., 2014) for train-
ing, and improve the depth of the model in
the future.
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