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Abstract

We introduce a method for creating error-
correction rules for grammar pattern er-
rors in a given annotated learner corpus.
In our approach, annotated edits in the
learner corpus are converted into edit rules
for correcting common writing errors. The
method involves automatic extraction of
grammar patterns, and automatic align-
ment of the erroneous patterns and cor-
rect patterns. At run-time, grammar pat-
terns are extracted from the grammatically
correct sentences, and correction rules are
retrieved by aligning the extracted gram-
mar patterns with the erroneous patterns.
Using the proposed method, we generate
1,499 high-quality correction rules related
to 232 headwords. The correction rules
are tested and about 36% of the essays
are improved by applying these rules. The
method can be used to assist ESL students
in avoiding grammatical errors, and aid
teachers in correcting students’ essays. Ad-
ditionally, the method can be used in the
compilation of collocation error dictionar-
ies and the construction of grammar error
correction systems.

Keywords: grammar patterns, edit rules,
pattern alignment, pattern extraction

1 Introduction

The importance of using correct grammar pat-
terns is directly associated with the proficiency
level of a language learner. English proficiency
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tests aiming at learners of English as a second
language (ESL) such as TOEIC and TOEFL
both include questions that require the exam-
inee to have accurate knowledge on grammar
patterns.

However, grammar patterns pose a great
barrier to ESL learners for its inconsistency.
For instance, “talk about an issue’ is a
grammatically correct phrase, while “discuss
about an issue’ is grammatically incorrect and
should be corrected into “discuss an issue”
. Hence, researches on the detection and cor-
rection of grammar pattern errors have been
conducted with computational approaches.

Grammar patterns are rules that describe
how words are used. A grammar pattern
tells us the correct combination of a clause or
phrase with a given verb, noun, or adjective.
For instance, the verb discuss could be used
with a prepositional phrase with with (discuss
with the manager) or with a one noun phrase
(discuss the issue).

Our goal is to convert the erroneous sen-
tence into edit rules in the form of part of
speech tags. For the example above, the cor-
rection of “discuss about an issue” to “dis-
cuss an issue. would be express as * V about n
— Vn” . By leveraging an annotated learner
corpus Education First - Cambridge Open
Language Database (EFCAMDAT) Geertzen
et al. (2013) Huang et al. (2018), we retrieve
the editing process and the frequency of the er-
ror being made. We automatically extract the
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grammar patterns from the sentences, which
patterns are provided by Collins Dictionary of
Grammar Patterns.

This paper focuses on the algorithm of con-
verting sentences with verb grammar pattern
errors into edit rules. Our method successfully
extracts 1,499 common grammar pattern er-
rors over 232 headwords with a basic threshold
of frequency above 10.

Comparing to the corpus of Longman Dictio-
nary of Common Errors (Turton and Heaton,
1996), our result specifically focuses on the er-
rors of grammar pattern and express the cor-
rection rules in a cleaner format. The correc-
tion rules constructed by our method are be-
ing experimented in a situation mimicking a
teacher correcting a learner’ s essay. The re-
sult shows that about 36% of the essays con-
tain errors that could be corrected by the rules.

The remaining of this paper would be orga-
nized as follows: Section 2 gives a background
of previous works related to grammar pattern
error correction. Section 3 presents our pro-
posed method and the corpus used. Section
4 shows our experimental results and evalua-
tion among other methods. Finally, section 5
provides a conclusion and insights for future
studies.

2 Related Works

Grammatical error correction is an extensively
studied topic. Numerous works have been con-
ducted through rule-based and statistical ap-
proaches, specifically focus on the correction
of prepositional errors written by ESL learn-
ers.

For rule-based approaches, Eeg-Olofsson
and Knutsson (2003) defines a set of rules for
detecting word, phrase, and prepositional er-
rors in Swedish text. Bender et al. (2004) de-
velops strategies regarding syntactic rules to
reconstruct erroneous sentences into correct
sentences. These approaches rely heavily on
designed rules which require the time and la-
bor of linguistic experts.

Statistical methods have been widely used
due to the emerging of large text databases.
Researchers apply statistical methods to cor-
rect prepositional errors in articles written
by ESL learners. Sun et al. (2007) builds
a classifier to identify erroneous and correct
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sentences. The features of the classifier, La-
beled Sequential Patterns, are common pat-
terns that indicate the errors or correctness
of a sentence, which are closely related to
grammar patterns. Brockett et al. (2006) uses
phrasal Statistical Machine Translation (SAT)
techniques to identify and correct writing er-
rors made by learners. The proposed model
maps small phrasal “treelets” generated by
dependency parsing to grammatically correct
strings, allowing the input erroneous sentence
to be slightly ungrammatical, which is a typi-
cal feature of ESL learners.

Combining rule-based and statistical ap-
proaches, Chodorow et al. (2007) combines
maximum entropy classifier and rule-based fil-
ters to detect preposition errors of student es-
says. The classifier is trained with contextual
features regarding the Part-Of-Speech tags ad-
jacent to the prepositions.

Recently, Huang et al. (2010) describes a
framework to extract correction rules by cal-
culating Levenshtein distance between correct
and erroneous sentences. The framework is
language independent and does not take lin-
guistic features into account. Chen et al.
(2017) considers grammar pattern and the se-
mantic category of noun phrases while extract-
ing the correction rules, establishing a writing
suggestion system for language learners.

3 Method

Since we are interested in the edit rules for
grammar pattern errors, we utilize a learner
corpus with annotated edit process EFCAM-
DAT. The annotations of the corpus are cor-
rections made by English experts. The corpus
provides 2,300,000 sentences with annotations.
We obtain the original sentences and the cor-
rected sentences from the corpus, in which the
former are assumed to be grammatically incor-
rect, and the latter to be grammatically cor-
rect. Since we are interested in grammar pat-
tern errors, among all the edit tags that show
the error type, we reserve only the ones with
XC (change of word), D (deletion of word),
IS (insertion of word), MW (missing of word),
PR (prepositional error), or WC' (word choice
error) tags. These tags are chosen for they are
more relevant to grammar patterns (Geertzen
et al., 2013) (Huang et al., 2018).
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Our method could then be divided into two
parts: Grammar pattern extraction and opti-
mal alignment. After achieving the pairwise
edit rules, a threshold could be set to improve
the quality.

3.1 Extracting grammar patterns

Our grammar pattern data are taken from
Collins COBUILD of Grammar Patterns!,
which provides up to 145 grammar patterns
for verb. Collins COBUILD of Grammar Pat-
terns is based on corpus research carried out
by lexicographers, which lists all the grammar
patterns used in English, and all the words
regularly used with a given pattern.

We extract grammar patterns from the
grammatically correct sentences. First, we
merge each noun phrase into one single to-
ken by constituency parsing, and then perform
part-of-speech tagging on all the tokens. We
convert the tags of the tokens into a simpli-
fied form that adapts to our grammar pat-
tern data. The conversion rules are manually
written to adapt to the tool used for part-of-
speech tagging and the grammar pattern data,
which, in our experiment, SpaCy and Collins
COBUILD of Grammar Patterns are used.

Grammar patterns are detected by sequence
matching. The tokens of the grammatically
correct sentence are iterated, and multiple pat-
terns could be detected in a single phrase. An
example of the whole process of grammar pat-
tern extraction is provided (Table 1).

3.2 Aligning original and edited
patterns

Since we had the edited grammar patterns of
a given sentence, we then need to retrieve its
unedited form to obtain the common grammar
pattern errors. We use a dynamic program-
ming approach pairwise sequence alignment to
retrieve the unedited forms.

In pairwise sequence alignment algorithm,
two sequences are aligned with the least cost
(or highest score). In our approach, the first
sequence is the extracted grammar pattern,
while the other is a 5-gram phrase extracted
from the unedited sentence, starting from the
location of the grammar pattern’s headword.

"https://grammar.collinsdictionary.com/
grammar-pattern
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Three conditions occurred in pairwise se-
quence alignment algorithm: gap, mismatch,
and match. A gap indicates that a token of
a sequence does not align to any token of an-
other sequence. A mismatch indicates that a
token of a sequence does align to a token of
another sequence, but the two tokens are not
identical. A match indicates that a token of
a sequence is aligned to a token of another se-
quence, and the two tokens are identical. In
our approach, gaps or mismatches acquire no
score, and a match acquires 1 score. Pairwise
sequences with scores below 2 are discarded.

After alignment, to ensure only one edito-
rial occurred in a pairwise rule, tokens of both
sequences are iterated simultaneously. This
time, gaps or mismatches acquires -1 score,
and a match acquires 1 score. We retrieve
the pairwise pair with the highest score at the
maximum length possible.

4 Results & evaluation

Using EFCAMDAT and Collins COBUILD as
our reference data, our method successfully
achieves 1,499 correction rules over 232 head-
words with the basic threshold of frequency
above 10. The usage of grammar pattern
ensures the extracted patterns to be correct
and meaningful. Threshold and reference data
could be adjusted as needed. Table 2 shows
part of our result.

Edit rules achieved from our method are
pairwise, consist of common grammar pattern
errors and their corrections. Our result clearly
gives the headword, frequency, and examples
of the edit rules.

Comparing to the Longman Dictionary of
Common Errors, the rules are more explicit
and concise and with much more examples,
which could be utilized conveniently for fur-
ther research and applications. Additionally,
our result focuses on grammar pattern errors,
while the Longman Dictionary of Common Er-
rors covers all sorts of common errors, includ-
ing word choice, spelling errors, and tense er-
TOoTS.

We examine the correction rules by provid-
ing the rules as suggestions for the corrector
while correcting the essays written by ESL
learners. The essays are provided by the ETS
Corpus of Non-Native Written English, Lin-
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Original sentence Give the elegant present to Tom
Merging noun-phrase Give <NP> to <NP>
POS tagging VB NNP PREP NNP
Simplifying the tags V N to N

Extracted pattern

(give, V n to n, 0), (give, V n, 0)

Table 1:

Process of grammar pattern extraction. Two grammar patterns are extracted for the given

phrase. The three columns of the final output indicate the headword, the grammar pattern, and the

location of the headword in the original sentence

Headword Edit Rule Freq.
graduate Vatn— Vfromn 124
graduate Vn— Vfromn 482
graduate Vinn— Vfromn 295
call Vton—Vn 390
call Viorn—Vn 101
call Vn— Viorn 12
ask Vn— Vforn 533
ask Viorn— Vn 138
ask Vton—Vn 303
talk V withn — Vton 256
talk Vton— Vonn 217
talk Vn— Vton 385
talk Vn—Vonn 156
talk Vn— Vaboutn 119
introduce Vnforn— Vnton 45
introduce Vnn—Vnton 63
discuss Vaboutn - Vn 144
discuss V withn —-Vn 17
thank Viforn—Vn 118
thank Viforn— Vnforn 89
thank V quoten - Vn 61

Table 2: Example of our result.

guistic Data Consortium (LDC). Learners are
divided into three categories due to their En-
glish proficiency level. We randomly select ten
essays for each category and let our English ex-
pert correct these essays with the help of our
correction rules, aiming to mimic the situation
of a teacher correcting students’ essays.

For low proficiency level, 50% of the essays
contain errors that are correctable by our cor-
rection rules, 20% for medium, and 40% for
high proficiency level respectively. In general,
36% of essays are correctable by using our cor-
rection rules. Our result shows that the correc-
tion rules extracted by our method assist the
process of correcting learners’ essays.
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Few of the corrected sentences from the high
proficiency level category are shown below:

e Original sentence: They cannot attend
to the social events or community services
which generally take place in the cities.

e Corrected sentence: They cannot at-
tend the social events or community ser-
vices which generally take place in the
cities.

The sentence above applies the rule “attend,
Vito N - V N7 while the following sentence
applies the rule “spend, V' N for N — V N on
N”.

e Original sentence: Moreover, students
now have to spend too much time for
preparing for this hard education in order
to be successful.

e Corrected sentence: Moreover, stu-
dents now have to spend too much time
on preparing for this hard education in or-
der to be successful.

5 Conclusion

Our method could be easily adjusted to adapt
on different reference data. By combining var-
ious annotated learner corpus, the quantity
and quality of correction rules could be larger
and higher. The result could be used to assist
ESL students in avoiding grammatical errors,
and aid teachers in correcting students’ essays.
Additionally, it could be used in the compila-
tion of collocation error dictionaries and the
construction of grammar error correction sys-
tems. Our pattern extraction algorithm could
be used independently for corpus researches
(Lin and Shen, 2021). From linguistic aspect
of view, the choice of preposition usually de-
pends on the semantic category of the follow-
ing noun. Future works could be conducted
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to investigate the relationship between prepo-
sitions and the semantic category of adjacent
nouns and verbs.
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