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Abstract

Aspect Category Sentiment Analysis
(ACSA), which aims to identify fine-
grained sentiment polarities of the aspect
categories discussed in user reviews.
ACSA is challenging and costly when
conducting it into real-world applications,
that mainly due to the following reasons:
1.) Labeling the fine-grained ACSA data
is often labor-intensive. 2.) The aspect
categories will be dynamically updated
and adjusted with the development of ap-
plication scenarios, which means that the
data must be relabeled frequently. 3.) Due
to the increase of aspect categories, the
model must be retrained frequently to fast
adapt to the newly added aspect category
data. To overcome the above-mentioned
problems, we introduce a mnovel Meta
Multi-Task Learning (MMTL) approach,
that frame ACSA tasks as a meta-learning
problem (i.e., regarding aspect-category
sentiment polarity classification problems
as the different training tasks for meta-
learning) to learn an ideal and shareable
initialization for the multi-task learning
model that can be adapted to new ACSA
tasks efficiently and effectively. FExper-
iment results show that the proposed
approach significantly outperforms the
strong  pre-trained  transformer-based
baseline model, especially, in the case of
less labeled fine-grained training data.

Keywords:  Aspect Category Sentiment
Analysis, Meta-Learning, Multi-Task Learn-
ing

1 Introduction

Aspect-Based Sentiment Analysis (ABSA)
(Pontiki et al., 2014a,b,c) is an important fine-
grained task in the field of sentiment analysis,

*denotes equal contribution
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that is considerable for grasping and under-
standing user comments in real-world applica-
tions. ABSA contains several sub-tasks, four
of which are Aspect Term Extraction (ATE),
Aspect Term Sentiment Analysis (ATSA), As-
pect Category Detection (ACD), and Aspect
Category Sentiment Analysis (ACSA). ATE
extracts and identifies the corresponding As-
pect Term from the sentences of user com-
ments and ATSA aims to predict the polarity
of the sentiment toward the identified aspect
terms. ACD detects the aspect categories men-
tioned in review sentences, and ACSA classi-
fies the sentiments of the detected aspect cat-
egories.

Since the ATE and ATSA aim to extract
the aspect terms of sentences and to predict
sentiments corresponding to the extracted as-
pect terms, this may encounter some problems
when the aspect term is not explicitly men-
tioned or pointed out in the sentence. For ex-
ample, 7 "R#ERE, RAFL” (Good-tasting).
This is an example often seen in real inter-
net reviews for a restaurant, which gives posi-
tive reviews on the taste of food but does not
indicate the corresponding aspect term. To
cope with the above problems, we mainly fo-
cus on the methods of ACD and ACSA (usu-
ally, the two will be combined and referred
to as ACSA tasks), which dedicate to detects
aspect categories of given sentences and classi-
fying the sentiments polarities toward the de-
tected aspect categories. For the above exam-
ple, we can define suitable categories to con-
duct aspect-based sentiment analysis on user
reviews by the ACD and ACSA approach, even
the aspect term is not explicitly mentioned.
For example, it may be detected as the taste
of food category with positive reviews.

Since a user review may discuss more than
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one aspect category and express different sen-
timents toward them, how to effectively detect
various categories with their sentiment polar-
ity at the same time is one of the most im-
portant research directions of ACSA. Wang
et al. (2016) used the attention-based LSTM
models for aspect-level sentiment classifica-
tion. Cheng et al. (2017) proposed a HiEr-
archical ATtention (HEAT) network consist-
ing of aspect attention and sentiment atten-
tion. Xue and Li (2018) introduced the Gated
Convolutional Networks for ACSA and ATSA
tasks with appropriate accuracy. Schmitt
et al. (2018) used End-to-End Neural Net-
works which jointly model the detection of as-
pects and the classification of their polarity.

Recently, the transformer (Vaswani et al.,
2017) based pre-trained language models such
as BERT (Pre-training of Deep Bidirectional
Transformers for Language Understanding)
(Devlin et al., 2019), XLNet (Generalized Au-
toregressive Pretraining for Language Under-
standing) (Yang et al., 2019b), RoBERTa
(A Robustly Optimized BERT Pretraining
Approach) (Liu et al., 2019b), ELECTRA
(Pre-training Text Encoders as Discriminators
Rather Than Generators) (Clark et al., 2020)
and DeBERTa (Decoding-enhanced BERT
with Disentangled Attention) (He et al., 2020)
have significantly improved the performance of
many natural language processing (NLP) tasks
on several benchmarks (Wang et al., 2019b,a;
Xu et al., 2020).

In the ABSA field, some previous works
have shown the promising of the pre-trained
transformer models. Li et al. (2019) investi-
gated the modeling power of contextualized
embeddings from BERT to deal with End2End
ABSA. Li et al. (2020) proposed a Multi-
Instance Multi-Label Learning Network for
ACSA tasks, and their experimental results
showed that the BERT-based models signifi-
cantly performed better than the non-BERT
models (non-pre-trained transformer models)
on the public datasets.

Despite previous studies that have demon-
strated the success of deep learning models,
especially, the pre-trained transformer mod-
els on the ABSA-related research and exper-
iment setting, few works are studying and
considering the crucial issues when conduct-
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ing the deep ACSA models into real-world
applications. In practical application, ACSA
may be quite challenging and costly due to
the following reasons: Firstly, Labeling the
fine-grained ACSA data is often complicated
and labor intensive (there may be so many
aspect categories that need to detect and an-
alyze). Secondly, the aspect categories may
be dynamically updated and adjusted with the
progress of application scenarios, which means
that the data may need to be relabeled not in-
frequently. Thirdly, the model must be able
to fast adapt to the newly added aspect cate-
gory data, due to the increasing and changing
of aspect categories.

In this paper, we propose a novel Meta
Multi-Task Learning (MMTL) approach that
considers ACSA tasks with various aspect cat-
egories as meta-learning and multi-task learn-
ing tasks (i.e., regarding aspect-category sen-
timent polarity classification problems as the
training tasks for meta-learning and multi-
task learning). Primary, we investigate the
efficient and effective approaches for learning
the well-conditioned and shareable initializa-
tion via the Model-Agnostic Meta-Learning
algorithm (MAML) (Finn et al.,, 2017) and
its variants (Nichol et al., 2018) for multi-
task learning models. Different from previ-
ous MAML related works, in our case, the
initialization learned through meta-learning
must be shareable (parameter sharing) across
the different polarity classification tasks of as-
pect categories with the same user review in-
put. Because in actual applications, there
will be a large number of aspect categories,
and it is costly that different models are
used to extract features for different aspect
categories individually. Therefore, parame-
ter (feature) sharing strategies such as multi-
task learning is more appropriate. To achieve
the above-mentioned goals, we introduce the
new Meta Multi-Task Learning (MMTL) ap-
proach, which divides the model parameters
into independent and shareable parts and uses
different meta-learning objective functions for
training on these two parts. For the part of pa-
rameter sharing, we employ the proximal reg-
ularization term in the objective function in
the meta-learning inner loop training phase to
encourage the model to learn parameters and
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Figure 1: The architecture of the MMTL model for ACSA tasks. For each aspect category sentiment
polarity classification task, most of the model parameters and features are shared, and only the parameters
of the individual aspect category polarity classification layer (single layer neural network) are independent.

features that can be shared on different aspect
categories tasks.

2 Related Work

Learning general representations of given text
inputs for many tasks is the important goal
for many Natural Language Processing (NLP)
fields. The same is true for the Aspect
Based Sentiment Analysis (ABSA) and its sub-
tasks. Xue et al. (2017) proposed a multi-
task learning model based on neural net-
works to solve the Aspect Category Classifi-
cation and Aspect Term Extraction together.
Yang et al. (2019a) introduced a Multi-task
Learning Model for Aspect Polarity Classifica-
tion and Aspect Term Extraction for Chinese-
oriented tasks.

Since the transformer-based pre-trained lan-
guage models have demonstrated their success
in many NLP tasks, some works explored the
potential of integrating the multi-task learning
and pre-trained language models. Mainly, Liu
et al. (2019a) presented Multi-Task Deep Neu-
ral Network (MT-DNN) learning representa-
tions by leveraging large amounts of cross-task
data and obtaining state-of-the-art results on
several NLU tasks.

However, there still exist some potential
problems when adopting multi-task learning
related algorithms into real-world applica-
tions. The most important is that multi-task
learning may favor the tasks with more la-
beled data over the tasks with less labeled data
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ones. Inspired by Raghu et al. (2020); Ra-
jeswaran et al. (2019) (they found that feature
reuse is the dominant factor of the effective-
ness of Model Agnostic Meta-Learning based
algorithms, which means that meta-learning
has the trend to learn features that can be
reused in different tasks), we propose the Meta
Multi-Task Learning (MMTL) approach to ap-
plying meta-learning algorithms for finding
the well-conditioned and shareable initializa-
tion for multi-task learning models, such that
the model can be significantly improved in the
case of a small amount of data and can effi-
ciently learn new tasks.

3 Proposed Approaches

The architecture of the Meta Multi-Task
Learning (MMTL) model is shown in Fig-
ure 1. The proposed approaches are briefly
described as follows. First, we treat dif-
ferent aspect categories of polarity classifica-
tion tasks as different training tasks. Sec-
ond, we apply the Model Agnostic Meta-
Learning (MAML) based algorithms (Finn
et al., 2017; Nichol et al., 2018) to finding
the well-conditioned and shareable initializa-
tion for multi-task learning models for the dif-
ferent polarity classification tasks of aspect
categories with the same review text. Fi-
nally, we using the multi-task learning ap-
proach with the shareable general representa-
tions and initialization to fine-tune the model
on all aspect categories sentiment polarity clas-
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(a) Multi-Task Learning

(¢) Meta Learning (Feature Reuse)

(b) Meta Learning (Rapid Learning)

(d) MMTL (Shared Layers)

Figure 2: Differences in multi-task learning, rapid learning (meta-learning), feature reuse (meta-learning),
and MMTL. (a) Multi-task learning can share the same parameter weights among different tasks, but it
may favor the tasks with more data. (b) The Meta-Learning (Rapid Learning) obtains well-conditioned
model initialization parameters through outer loop training, and inner loop updates result in significant
task specialization. (¢) The Meta-Learning (Feature Reuse) through the outer loop training to find the
ideal initialization parameters of the model that can be feature reused. There are fewer differences in
the updated parameters of different tasks during the inner loop training. (d) The MMTL utilizes the
Meta-Learning (Feature Reuse) algorithm to find the ideal model initialization parameters that can be
shared for different tasks. Then fine-tune the model through multi-task learning, so that the MMTL
model can combine the advantages of multi-task learning and meta-learning, i.e. it can share most of the
parameters on different tasks, and it can be adapted to new tasks with fewer training samples.

sification tasks. However, achieving the above
goals is not trivial works. In particular, meta-
learning and multi-task learning were regarded
as two completely different methods in the
past and few studies have discussed how to in-
tegrate the two methods and their respective
advantages. Below, we will introduce details
of the proposed method.

3.1 Meta-Learning and Multi-Task
Learning

Since there are some obvious differences be-
tween meta-learning and multi-task learning,
it is not trivial work to integrate these two
learning algorithms with their advantages and
characteristics. The differences between meta-
learning and multi-task learning are shown in
Figure 2. Multi-task learning trains differ-
ent tasks together at the same time. This
will cause multi-task learning to favor tasks
with more annotated data and significantly
worse performance for tasks with less anno-
tated data. The main goal of the MAML
algorithm (Finn et al., 2017) is to find good
model initialization parameters such that the
model can perform well to new tasks, even on
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tasks with fewer data. Even in many stud-
ies, it has been shown that the MAML algo-
rithm can perform well in new tasks (especially
in the case of a small amount of annotated
data) (Finn et al., 2017; Gu et al., 2018; Nichol
et al., 2018; Dou et al., 2019), why MAML
has good learning ability in new tasks is still
an issue to be analyzed. The effectiveness of
MAML is mainly discussed in two different as-
pects (Raghu et al., 2020), 1.) Rapid Learn-
ing: There are large and effective changes
in the representations, 2.) Feature Reuse:
the meta-initialization containing high quality
and reusable features. Since previous studies
have found that MAML has the characteristics
and capabilities of feature reuse, we explore
ways to further impose training constraints on
the model to encourage the MAML model to
have the ability to share features for differ-
ent tasks. Finally, we propose the novel Meta
Multi-Task Learning (MMTL) algorithm to in-
tegrate meta-learning and multi-task learning
algorithms. Experimental results show that
the proposed MMTL algorithm can combine
the advantages of meta-learning and multi-
task learning, and is significantly outperform
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the strong pre-trained language model base-
line.

3.2 The Proposed Meta Multi-Task
Learning (MMTL) Model

First, we regard the ACSA tasks of differ-
ent s aspect categories as a set of tasks
{T1,Ty,...,Ts} for meta-learning. Given a
model fy with parameters 6 and a task distri-
bution p(7T') over a set of tasks {11, 75, ..., Ts}.
We sample a batch of tasks {1} ~ p(T'), and
update the model parameters by k gradient de-
scent steps for each task {73} for the inner loop
training of meta-learning. Where, the & > 1
and the p(T') is a uniform probability distribu-
tion. For the inner loop (task specific) training
of meta learning, we use the following equation
to update the model parameters 6:

Qék) = OISk_l) — ﬁvel()k—l)Lb (felgkl))

Where L, is the objective function (de-
scribed as follows) and (3 is the learning rate
(a hyperparameter) of the inner loop training.

To encourage the model to have the abil-
ity to share the parameters (feature reuse) for
different tasks, we divide the model into the
shared layers part and the task-specific layers
part. For the shared layers part, we add a
proximal regularization term in the inner loop
training phase. Therefore, the definition of the
objective function (loss function) of the shared
layers part is as follows:

Ly = LOSS(fel()k—U) + A Hﬁék—l) _ 9H

And the definition of the objective function
(loss function) of the task-specific layers part
is as follows:

L, = Loss(feék_1))

Where, the Loss is the Cross-Entropy Loss
calculated on the inner loop training task {7},
the A is a hyperparameter, and the @ is the pa-
rameter of the model. Initially, 6 is the weight
of the pre-trained model and is updated by the
training of the outer loop of the meta-learning.

Since the original MAML algorithm (Finn
et al., 2017) needs to calculate the second
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derivatives, resulting in excessive calculation
and memory usage, we use the Reptile (a first-
order gradient-based meta-learning algorithm)
(Nichol et al., 2018) to update the model pa-
rameters # for the outer loop phase.

The equation of the Reptile is defined as:

0=0+~

1
) 4,

Where the + is the learning rate (a hyperpa-
rameter) of the outer loop training.

Finally, we use the model parameters
trained via meta-learning as the initialization
parameters, and perform multi-task learning
training (fine-tuning) on the data of ACSA
tasks. Overall, the training process of MMTL
mainly consists of three stages: 1.) the pre-
training stage as in BERT or ELECTRA, 2.)
the meta-learning stage, and 3.) the multi-
task learning fine-tuning stage.

The model trained by the proposed MMTL
algorithm is different from the multi-task
learning model (that is shown in Figure 2).
Attributable to the fact that we first use meta-
learning and some constraints to make the
parameters of the model can be shared on
different tasks and perform ideally on new
tasks, even if the new task only has a rel-
atively small amount of training data. The
MMTL model is also obviously different from
the meta-learning model. The meta-learning
model will eventually be fine-tuned to different
weights on different tasks, and it is not possi-
ble to directly share parameters for different
tasks. The MMTL model can share most of
the model parameters between different tasks
and has obvious computational advantages on
ACSA tasks with a large number of categories.

~p(T)

4 Experiments

We conduct experiments on the Al Challenger
2018 Sentiment Analysis Dataset!, the large-
scale Chinese fine-grained sentiment analysis
dataset for the Aspect Category Sentiment
Analysis (ACSA) tasks. The dataset con-
tains 105,000 training data, 15,000 valida-
tion data, and 15,000 testing data. And the
data set contains 20 categories, each of which
is composed of two layers (below we define

"https://github.com/AIChallenger/AT_
Challenger_2018
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these 20 categories in the form of "The first
layer /The second layer”). The 20 aspect cat-
egories are respectively 1.) “location/traffic
convenience”, 2.)  “location/distance from
business district”, 3.)  "location/easy to
find”, 4.) 7service/wait time”, 5.) ”ser-
vice/waiter’ s attitude”, 6.) “service/parking
convenience”, 7.) "service/serving speed”, 8.)
"price/price level”, 9.) "price/cost-effective”,
10.) "price/discount”, 11.) “environ-
ment/decoration”, 12.) environment/noise”,
13.) "environment /space”, 14.) "envi-
ronment /cleanness”, 15.) "dish /portion”,
16.)  “dish/taste”, 17.) 7dish/look”, 18.)
"dish/recommendation”, 19.) “others/overall
experience”, 20.) “others/willing to consume
again”. For each user review, the dataset pro-
vides the sentiment polarity label (the Positive
or Neutral or Negative or Not mentioned) cor-
responding to the above 20 aspect categories.
The goal of the model is to classify the senti-
ment polarity of different aspect categories.

Since the AI Challenger 2018 Sentiment
Analysis Dataset does not provide annotation
data for the test data, our experiment used the
validation set of the original dataset to evalu-
ate the quantitative performance of the model
(as the test dataset for experiments), and we
randomly split 15,000 data from the training
set as the validation set.

To evaluate the performance of the model
on new tasks and tasks with a small amount
of data, we also perform some experimental
settings on the dataset. We use the less fre-
quently mentioned categories (also with the
worst performance of the baseline models) in
the dataset as new tasks (”location/distance
from business district”, ”dish/look”, "oth-
ers/overall experience”) and the other 17 cate-
gories are considered as prior tasks. Those are
used to simulate the situation that the model
encounters a new aspect category task. We
also randomly sample 500, 1000, 2000 exam-
ples of the training data and test models™ per-
formance on these samples with a few-shot set-
ting.

4.1 Model and Hyperparameter
Setting

We compare our models with two strong base-
lines: 1.) the FastText model (Bojanowski
et al., 2017; Joulin et al., 2017) and the ELEC-
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TRA model (Clark et al., 2020). For the Fast-
Text model, we used the publicly available
code 2 for experiments. This code is mainly
set for the AT Challenger 2018 Sentiment Anal-
ysis Dataset. Its performance is better than
the SVM baseline model provided by Al Chal-
lenger 2018, and it is also more computation-
ally efficient. For the ELECTRA model, we
used the publicly available code® (Cui et al.,
2020) for experiments. Although the ELEC-
TRA model has larger architectures (large and
base), in this experiment, we only consider the
ELECTRA small model architecture. Since
in actual application scenarios, transformer-
based pre-training models will require more
GPU computing resources, and larger models
will increase the burden of computing resource
costs. Therefore, we focus our experiments on
smaller models that are more suitable for prac-
tical applications.

We implement our algorithms upon the
ELECTRA-180g-small (Chinese) model*. We
set the batch size to 32, the learning rate to
5e-5, and use the Adam optimizer to train the
model. For the stages of meta-learning train-
ing (k is set to 5, b is set to 8, [ is set to le-4,
A is set to 0.5 and + is set to le-3) and multi-
task learning fine-tuning, we train for 5 epochs
individually.

5 Results

First, we use the proposed Meta Multi-Task
Learning (MMTL) method to train the model
on the AI Challenger 2018 Sentiment Anal-
ysis Dataset. Since the MMTL method in-
volves three stages, 1.) the model pre-training
stage (loading pre-trained model weights), 2)
the meta-learning stage (using to find the op-
timal model initialization parameters), 3.) the
fine-tuning stage of multi-task learning, we
also compare the MMTL model with the re-
sults of using the pre-training model, meta-
learning model, or multi-task learning model
respectively.

Table 1 reports the experimental results on
the test dataset (the experimental setup de-

’https://github.com/panyang/
fastText-for-AI-Challenger-Sentiment-Analysis
3https://github.com/ymcui/Chinese-ELECTRA

‘https://huggingface.co/hfl/
chinese-electra-180g-small-discriminator/
tree/main
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F1 (macro) FastText ELECTRA | Multi-Task Reptile MMTL
_Avg. of all 20 aspect categories || 543 661 | 684 673 68.9
location/distance from business district 43.1 51.2 [ 53.4 56.6 56.4
dish/look 43.4 54.4 | 55.3 57.6 57.7
others/overall experience 53.0 56.5 ! 58.8 60.3 60.3

Table 1:

The F1 (macro) results of the proposed models compare to the baseline. Multi-Task: The

ELECTRA based model trained with the multi-task learning approach (share most of the parameters).
Reptile: The ELECTRA based model trained with the mete-learning approach (no parameter sharing).
MMTL: The ELECTRA based model trained with the MMTL approach (share most of the parameters).
Note: the "location/distance from business district”, ”dish/look”, and "others/overall experience” are the
aspect categories that are less frequently mentioned by user reviews, and are also the aspect categories

with the worst performance of the baseline models

The "others/overall experience" Aspect Category
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Figure 3: Results on settings for a small amount
of training data (500, 1000, 2000 training samples).
The target task is the sentiment polarity classifica-
tion of the aspect category “others/overall experi-
ence”.

tails are described in Section 4). As we can
see, in general, MMTL achieves better perfor-
mance than the strong baseline models. In
addition, it is worth mentioning that the re-
sults of the multi-task learning and the meta-
learning methods are better than pre-training
models based on the same model architecture,
but there are some differences in the effective-
ness of the two methods.

Although multi-task learning can achieve
a higher average fl score of the 20 aspect
categories than meta-learning, there is rela-
tively little improvement in multi-task learn-
ing on categories that are less frequently men-
tioned by user reviews (categories with poor
baseline model performance). The possible
reason is that multi-task learning may favor
categories with high-resource tasks over low-
resource ones (Dou et al., 2019). The meta-
learning model is different, it can have bet-
ter performance in the above categories, but
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the average fl score is lower than the multi-
task learning model. In particular, the MMTL
model integrates the advantages of multi-task
learning and meta-learning. It performs well
in both the average fl score or the less fre-
quently mentioned categories (more difficult
categories).

Note that although it can be seen from Ta-
ble 1 that the model based on meta-learning
has a significant performance improvement
on less-mentioned tasks, the model of meta-
learning will eventually be fine-tuned to differ-
ent weights for different aspect category tasks
(no parameter sharing), hence it is more dif-
ficult applied to actual and real-time applica-
tion scenarios (different categories require dif-
ferent model weights, e.g., 20 different weights
are required on the AI Challenger 2018 Senti-
ment Analysis Dataset).

To evaluate models’ performance with low-
resource setting (to simulate the situation that
the model encounters a new task with a new
aspect category data), we also randomly sam-
ple 500, 1000, 2000 examples of the training
data from the "others/overall experience” as-
pect category. Figure 3 shows that the pro-
posed MMTL model significantly outperforms
the multi-task learning model and the ELEC-
TRA pre-training model when the amount of
training data is small. This shows that the
MMTL model that combines meta-learning
and multi-task learning is helpful for new tasks
(tasks with less data).

6 Conclusion

In this work, we proposed a learning approach
called MMTL to combine meta-learning and
multi-task learning methods for Aspect Cate-
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gory Sentiment Analysis (ACSA) tasks. The
experimental results show that the model
based on the MMTL method overall out-
performs the strong baseline models of pre-
trained models, meta-learning models, and
multi-task learning models. And when the
amount of training data is small, compared
with pre-trained models and multi-tasking
learning models, the MMTL model also has
relatively better performance. Compared with
the meta-learning model (the model of meta-
learning will eventually be fine-tuned to differ-
ent weights for different aspect category tasks,
i.e. no parameter sharing), as a result of the
MMTL can share parameters between differ-
ent aspect category tasks, it has better com-
puting efficiency and less memory usage, thus
it is more suitable for deployment in practical
applications.

There are many future directions worthy of
further exploration, especially in addition to
ACSA, the Aspect-Based Sentiment Analysis
field also contains many subtasks such as As-
pect Term Extraction, Opinion Term Extrac-
tion, Multi-Aspect Sentiment Analysis, and
Cross-domain Aspect-based Sentiment Analy-
sis, how to effectively share model parameters
in these subtasks and achieve better perfor-
mance on new tasks with less data, these are
important future research directions.
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