
 (Dialog Act) 

Covid-19 Covid-19

BERT (Bidirectional Encoder 
Representation from Transformers) 

—
 (Dialog Act 

Embedding) 
16%

Statement-non-opinion Signal-non-
understanding Appreciation

Wh-Question Yes-No-
Question Rhetorical-Question

Abstract

In recent years, dialogue system is booming and widely 
used in customer service system, and has achieved good 
results. Viewing the conversation records between users 
and real customer service, we can see that the user's 
sentences are mixed with questions about products and 
services, and chat with customer service. According to 
the experience of professionals, it is helpful in 

improving the user experience to mix some chats in 
customer service conversations. However, users' 
questions are expected to be answered, while chatting is 
expected to interact with customer service. In order to 
produce an appropriate response, the dialogue system 
must be able to distinguish these two intentions 
effectively. Dialog act is a classification that linguists 
define according to its function. We think this 
information will help distinguishing questioning 
sentences and chatting sentences. In this paper, we 
combine a published COVID-19 QA dataset and a 
COVID-19-topic chat dataset to form our experimental 
data. Based on the BERT (Bidirectional Encoder 
Representation from Transformers) model, we build a 
question-chat classifier model. The experimental results 
show that the accuracy of the configuration with dialog 
act embedding is 16% higher than that with only original 
statement embedding. In addition, it is found that 
conversation behavior types such as "Statement-non-
opinion", "Signal-non-understanding" and 
"Appreciation" are more related to question sentences, 
while "Wh-Question", "Yes-No-Question" and 
"Rhetorical-Question" questions are more related to chat 
sentences.

Keywords : Dialog act classification, Dialog system
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 (Question Answering) 
Google Siri

 (Chit-Chat) 
Google Meena 

(Adiwardana, et al., 2020)  
(Question Answering) 

IBM Watson (Gliozzo, et al., 2013)

(Dialogue Act) (Perkoff, E Margaret, 2021)

 

1
 (Chit-Chat)

 (QA Question)
Chit-

Chat QA
Conventional-opening Statement-non-

opinion Chit-Chat Wh-Question 
QA

2

2.1 Hybrid Dialogue System

(Hosseini-Asl, et al., 
2020) (Adiwardana, et al., 2020)

(Moirangthem, Dennis Singh, et al., 2018)

(Sun, Kai, et al., 2020) 

2.2 Dialogue Act in Dialogue system

 (Dialogue Act)

” Hi. How are 
you? ” ” Greeting ”

• Good morning.Man

• Good morning. How are you?Robot

• I can only stay at home the entire day, 
and it males me terribly blue.Man

• You can talk with me. I’m always here.Robot

• By the way, how many diagnosed are 
there today?Man

• According to the government’s report, 
there are 300.Robot

Conventional-opening 

Wh-Question

Statement-non-opinion

Chit-Chat

Chit-Chat

QA
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(Kumar et al., 2018) 

 (next utterance selection)

3

3.1 BERT

BERT (Devlin, Jacob, et al., 2019)
( Bidirectional Encoder Representations 
from Transformers) QA Chit-Chat
BERT Google

Transformer (Vaswani, et al., 2017) Encoder
BERT

(MLM) (NSP)

Fine-tuning
BERT

3.2 DialogTag
DialogTag Bhavitvya Malik 38

Tensorflow
Transformer Python

Switchboard Corpus (
) (Godfrey, et al., 1992) 42

DialogTag 38

(Stolcke, Andreas, et al., 2000) 

1 Stor, Graf. “Dataset for Chatbot.” Kaggle, 14 June 
2020, www.kaggle.com/grafstor/simple-dialogs-for-
chatbot. 

Bhavitvya Malik
 (DialogTag) 

BERT

Chit-Chat QA 2

 
2. 

4

4.1 SQuAD2.0

SQuAD2.0 (Rajpurkar, Pranav, et al., 2018)
50000 2016

Rajpurkar
(SQuAD (Rajpurkar et al., 2016) )

SQuAD2.0 2018 OpenAI-GPT
BERT SQuAD2.0

4.2 Dataset for chatbot Simple questions 
and answers

Graf Stor Kaggle
Dataset for chatbot Simple questions and 
answers1

Seq2Seq (Sutskever, Ilya, 
et al., 2014)
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4.3 COVID-QA
Xing Han Lu COVID-QA2

COVID-19 (
)

1800

4.4 COVID-19
Moayad COVID-19

Audience-LiveChat3

Covid-19 YouTube
73

4.5 Switchboard Corpus
Switchboard Corpus

2400
260

5

5.1

6
QA Chit-Chat

BERT_General BERT_General_DAC
BERT_General_Concatenation
BERT_COVID BERT_COVID_DAC
BERT_COVID_Concatenation

COVID
Chit-Chat

omg Chit-Chat
BERT_General

BERT_General
Chit-Chat

DAC Concatenation

DAC e
1536

2 Xhlulu. “COVID-QA.” Kaggle, 15 Apr. 2020, 
www.kaggle.com/xhlulu/covidqa  

Chit-Chat QA
Concatenation

768

1
(1) Chit-Chat Dataset for 

chatbot Simple questions and answers
Switchboard Corpus (2) QA
SQuAD2.0 (3) COVID-19 Chit-Chat

COVID-19  Audience-LiveChat (4) 
COVID-19 QA COVID-QA

Chit-Chat QA
1 1

8 2
1900 950 Chit-Chat

COVID-19 950 QA
COVID-19

1 2 22

Train Data Valid Data

# Chit-Chat # QA Sum # Chit-Chat # QA Sum

BERT_General 10500 10500 21000 2625 2625 5250

BERT_General_
DAC

10500 10500 21000 2625 2625 5250

BERT_General_
Concatenation

10500 10500 21000 2625 2625 5250

BERT_COVID 10500
(with COVID data)

10500 21000 2625
(with COVID data)

2625 5250

BERT_COVID_
DAC

10500
(with COVID data)

10500 21000 2625
(with COVID data)

2625 5250

BERT_COVID_
Concatenation

10500
(with COVID data)

10500 21000 2625
(with COVID data)

2625 5250

1. 

Acknowledge (Backchannel), Action-directive, Appreciation, 
Collaborative, Conventional-closing, Conventional-opening, 
Declarative Yes-No-Question, Hold before Answer/Agreement, 
Negative, Non-no Answers, No Answer, Open-Question, Or-
Clause, Other, Quotation, Repeat, Rhetorical-Question, Self-talk, 
Signal-non-understanding, Statement-non-opinion, 
Statementopinion, Wh-Question, Yes-No-Question

2. 22

5.2

3 Chit-Chat QA
: ( 1 )

3 Moayad. “COVID-19: Audience-LiveChat.” 
Kaggle, 17 Apr. 2020, 
www.kaggle.com/moayadhn/covid19-roylablivechat.
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( 2 )
( 3 )

QA
Accuracy

Chit-Chat
Accuracy

Total
Accuracy

BERT_General 61.4% 45.3% 58.1%
BERT_General_

DAC 76% 61.4% 68.7%
BERT_General_
Concatenation 80.7% 78% 79.4%
BERT_COVID 52.5% 99.8% 76.2%
BERT_COVID_

DAC 66% 99.5% 82.8%
BERT_COVID_
Concatenation 85.4% 99% 92.2%

3. 

5.3

3 BERT_General BERT_COVID
Chit-Chat

Chit-Chat
45.3% 99.8% 54.5%

QA
29.4%

5.4

3 BERT_COVID BERT_COVID_DAC
QA

BERT_ COVID
QA 52.5% BERT_ 
COVID_DAC 66%

BERT _COVID_DAC 82.7%
BERT_ COVID 6.6%

5.5

3

BERT_General_concatenation
BERT_General_DAC 10.7%
BERT_COVID_Concatenation
BERT_COVID_DAC 9.5%

5.6

Visual 
Correlation Visual Correlation

Visual Correlation

Visual Correlation

5.7

3. BERT_COVID_Cocatenation
Visual Correlation

Visual Correlation

Visual Correlation

Visual Correlation

Visual Correlation

3 BERT_COVID_Cocatenation
Visual Correlation

Statement-non-opinion
Yes-No-Question Wh-Question

Statement-non-opinion
Yes-No-

Question Wh-Question

6

BERT_COVID
BERT_COVID_Concatenation

16%
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92.2%

Statement-
non-opinion Yes-No-Question Wh-
Question

Appreciation Rhetorical-Question

7

Answer

Answer
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