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Abstract

Due to the recent advances of natural
language processing, several works have
applied the pre-trained masked language
model (MLM) of BERT to the post-
correction of speech recognition. How-
ever, existing pre-trained models only con-
sider the semantic correction while the pho-
netic features of words is neglected. The
semantic-only post-correction will conse-
quently decrease the performance since ho-
mophonic errors are fairly common in Chi-
nese ASR. In this paper, we proposed a
novel approach to collectively exploit the
contextualized representation and the pho-
netic information between the error and
its replacing candidates to alleviate the er-
ror rate of Chinese ASR. Our experiment
results on real world speech recognition
datasets showed that our proposed method
has evidently lower CER than the baseline
model, which utilized a pre-trained BERT
MLM as the corrector.

Keywords: language error correction,
masked language modeling, phonetic distance

1 Introduction

A variety of real-world applications have been
benefited from the recent advances of Auto-
matic speech recognition (ASR), such as voice-
activated banking, meeting minutes transcrip-
tion, and voice content inspection. In ASR,
hidden Markov model (HMM) based mod-
els (Rabiner and Juang, 1986; Rabiner, 1989;
Povey et al., 2011) and end-to-end models
(Chan et al., 2016; Bahdanau et al., 2016;
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Graves, 2012; Jaitly et al., 2016) are two popu-
lar types of modeling methods. For end-to-end
models, it typically requires a huge amount of
data for the model training due to the compli-
cated architectures of neural networks. How-
ever, it is not easy to collect sufficient voice
data in many real-world scenarios.

In contrast to end-to-end models, conven-
tional HMM-based models, such as Kaldi
(Povey et al., 2011), require less data and are
quite popular in practice. HMM-based mod-
els are comprised of the acoustic model and
language model. The acoustic model is used
to produce phonetic units from the speech sig-
nals. Language models are responsible for ob-
taining the probabilities of next words by given
past words. Typically the N-gram model is
used as the language model in HMM-based
models. One drawback of the N-gram model is
the lack of long-term contextual clues by com-
paring with RNN-based or transformer-based
language models.

For Chinese speech recognition, we found
that many homo-phonic errors are produced in
HMM-based models with the N-gram model.
It shows that the néive N-gram model might
sacrifice the performance of HMM-based mod-
els even a well-trained acoustic model is given.
However, it is not easy to replace the N-gram
model due to the structure of interaction be-
tween the acoustic model and language model
within HMM-based models. To overcome this
problem, many methods have been proposed
for the post-correction of speech recognition
(Kumar et al., 2017; Xie et al., 2016; Guo et al.,
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2019; Liu et al., 2013; Zhang et al., 2020).

Recently, many successful methods have
been proposed in natural language process-
ing, such as BERT (Devlin et al., 2019). For
those pretraining tasks in BERT, masked lan-
guage modeling (MLM) is a task of interest
for our post-correction. The goal of MLM is
to predict those masked tokens within a sen-
tence in which certain input tokens are ran-
domly masked. The prediction of masked to-
kens can be regarded as a kind of error correc-
tion. As shown in (Devlin et al., 2019), MLM
also could be applied as a post-correction for
speech recognition. To be more precise, we
apply the fine-tuned BERT to detect the er-
rors within a recognized sentence from ASR.
Followed by the detection, MLM is applied to
correct these words.

The post-correction by MLM could reduce
the deficiency of long-term contextual infor-
mation in the N-gram model. However, the
conventional MLM did not take the phoneme
into account. To address this issue, we aim
to propose a phonetic MLM as the post-
correction for speech recognition by leveraging
the phoneme information from the predicted
words.

2 Related Work

Many methods have been proposed for cor-
recting the outputs of ASR systems (Errattahi
et al., 2018). These existing approaches of lan-
guage correction typically can be divided into
three categories. The first group of them uses
external language models to rescore k-best can-
didates in ASR system. For example, (Kumar
et al., 2017) picks k-best candidates of each
word from the original ASR system. Once
these k-best candidates are determined, RNN-
LM is applied to re-score the k-best candidates
of each word. From (Kumar et al., 2017), it
also shows that the improved performance can
be achieved since RNN-LM is a more effec-
tive model for the representation of natural
languages.

The second category of language correc-
tion methods adopts the sequence to sequence
learning framework (Sutskever et al., 2014).
Based on this architecture, (Xie et al., 2016)
adopts a character-based attention mechanism
to generate a corrected sentence. On the other
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hand, (Guo et al., 2019) also proposes a RNN
with attention to correct the output from Lis-
ten, Attend, and Spell (LAS) model.

The third group of language correction
methods adopts a two-step correction. For
example, (Liu et al., 2013) uses the lan-
guage model and statistical machine transla-
tion model to detect error words in a sentence.
After the error detection, SVM is used to re-
place the predicted error words with the most
likely word. In (Zhang et al., 2020), the au-
thors proposed a bi-GRU model as the error
detection network. Given a sequence of em-
beddings from BERT, the detection networks
generate the probability of being an incorrect
word. Followed by the detection network, the
input of the correction model is the convex
combination of mask token embedding and
token embedding with the probability of in-
correctness. Once the integrated embedding
is calculated, a sequential multi-class labeling
model based on BERT is applied to generate
the corrected sentence.

3 Methodology

In our proposed method, we integrate seman-
tic and phonetic information for the post-
correction of ASR. More specifically, the mask
language model (MLM) based on BERT is
used for semantic error correction. Besides,
we also apply a phonetic distance to re-rank
the candidates of being corrected from MLM.
The details will be addressed in Section 3.1
and Section 3.2 respectively.

3.1 Semantic Post-correction by MLM

In our work, we first apply a token classifier to
detect the errors within a recognized sentence
from ASR. To learn the binary classifier, we re-
gard the incorrect words within a sentence as
the positive examples and fine-tune the model
with Chinese pre-trained BERT. Followed by
the detection, MLM is applied to correct these
words. MLM is one of the pre-training tasks
of BERT and originally aims to predict those
masked tokens within a sentence in which cer-
tain input tokens are randomly masked.
the original design for the pre-training BERT,
MLM predicts all masked tokens (i.e., the er-
ror words in our task) in a sentence simultane-
ously as shown in Figure 1(a). That is, the

In
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Figure 1: Different masking and replacement strategies of MLM for post-correction: (a) mask-all-and-
replace-all, (b) mask-one-and-replace-one, and (c¢) mask-all-and-replace-one.

mask-all-and-replace-all strategy applied the
error token classifier to detect all candidates
of incorrect words. Once the detected error
words are determined by the token classifier,
we replace all of them by the “[MASK]” token
and predict the correct words by MLM at the
same time.

In addition to the mask-all-and-replace-all
strategy, we also propose two other strategies
to investigate the influence of the sequential
masking and replacement of the detected er-
ror words. Different to mask-all-and-replace-
all, our first strategy, mask-one-and-replace-
one as shown in Figure 1(b), applies MLM to
predict the correct words for each error token
sequentially from left to right after the posi-
tions of error tokens are determined.

Similar to mask-all-and-replace-all, our sec-
ond strategy, mask-all-and-replace-one, also
masks all the candidates at the beginning.
Rather than replace all the candidates at once,
only one candidate associated with the high-
est probability will be replaced at one time as
shown in Figure 1(c).

Based on the strategies mentioned above,
the edited sentence will go through the same
process all over again until all detected er-
ror words has been corrected. In our exper-
iments, we also evaluate the performance of
using these different strategies. The detailed
results will be discussed in Section 4.1.

3.2 Phonetic MLM for Post-correction

Using conventional MLM as post-correction
of speech recognition only takes the semantic
context into account. As the example recog-
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nized sentences shown in Figure 2, we found
that many homo-phonic errors of correction
are made in HMM-based models with the N-
gram language model. To overcome this prob-
lem, we proposed a phonetic MLM by lever-
aging the phonetic distance to integrate se-
mantic and phonetic information for the post-
correction.

In our proposed framework as shown in Fig-
ure 2, we first apply the fine-tuned BERT
of token classification to detect the positions
Once the errors are determined,
we simply mask them and apply MLM to
get the probabilities of candidates denoted by
P.ondidate- As the example in Figure 2, we first
detect the error “#&” in the recognized sen-
tence, and then “42” is replaced by “[MASK]".
After masking “#.”, our MLM will predict can-
didates of replacement, such as “# ”, “&”, and
“£” with the corresponding probabilities 0.4,
0.2, and 0.1 respectively.

In addition to the semantic correction by
the conventional MLM, we also take the pho-
netic information into account. To obtain the
phonetic information, we apply DIMSIM (Li
et al., 2018) to obtain the Chinese phonetic
distance. In DIMSIM, each pronunciation of
Chinese characters is encoded in a high dimen-
sional space. The phonetic distance S between
Chinese characters ¢ and ¢ is defined as fol-
lows:

S(e,d) =
Sp(piapg/) + Sp(pfapg) + ST(pZaPZ)»

where pl, pf' and pl represent the initial, fi-
nal, and tone components of ¢ in Pinyin, re-

of errors.
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l'p( ' S(Cerrorr Ccandidate)): [004 ' 0.1 1 e ]
S(Cerrorl Ccandidate): [ 9.7 ] 0.0 ] 0.0 ;o eee ]

Mask prediction: | & | & @R masdf/ B B & R |
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Figure 2: An example of our proposed semantic and phonetic post-correction. P.qpdidate is the probabili-
ties of candidates from MLM. S(Cerror, Ceandidate) 18 the the phonetic distances between the detected error
character of interest (cerror) and the candidates (cecandidate) based on (1). W(:,-) controls the trade-off
between semantic and phonetic metrics as defined in (2).

% | % |

Uncorrected sentence:‘ N ‘ ¥ | R

spectively. S, and St are denoted as the Eu-  dation set. As the example in Figure 2, given
clidean distance and phonetic tone distance be-  the error of interest (i,e., “#2”), S(“4&”, “HA "),
tween ¢ and ¢/, respectively. We note that  S(“4&” “&”), and S(“4&”,“£”) are calcu-
the phonetic distance S between two homo- lated as 9.7, 0.0, and 0.0 by (1), respectively.
phonic characters is 0, and the phonetic dis-  For the correction, we use (2) to obtain the fi-
tance S(c,¢/) > 0. In (1), by given two Chi- nal scores 0.04, 0.2, and 0.1 for “A”, “&”, and

nese characters, the phonetic distance will be  “£7”, respectively. Based on the scores from
larger while the phonic difference is more sig- (2), we chose the character with the highest
nificant. score as the replacement (i.e., “#” in Figure

Based on (1), we could calculate the pho-  2).

netic distances between the detected error

character of interest (cerror) and the can-

didates (Ceandidate) Of replacing cepror by

S(CGTT‘OT‘7CCGTLdidat€)' For examplea we will 4 Experiments
calculate S(“#” “H”), S(“#” “Z"), and
S(“#7 “£”) as their phonetic distances in
Figure 2. To consider the semantic correc-
tion and phonetic distance for the selection
of candidates simultaneously, we first estimate
P.ondidate of all candidates by MLM. Once
Pcandidate and S(cerrom Ccandidate) are 0btained7
we balance these two metrics by the function
U as follows:

Different to the conventional typo correction,
we aim to correct the error after ASR in this
work. To obtain the results of ASR, we use
Kaldi (Povey et al., 2011) as the speech rec-
ognizer in our experiments. Once the ASR
results are generated, the correction methods
are applied to refine the sentences. To evaluate
U (P.andidates S(Cerrors Ceandidate)) our proposed methods, we conduct two exper-
= Prandidate X €xp(— X S(Cerror, Ceandidate) ) iments in this section. For the first o'ne, we
(2) evaluate the performance of the semantic-only

post-correction with MLM in Section 3.1. In

where « is a positive number that controls the  the second experiment, our proposed semantic
trade-off between semantic and phonetic infor-  and phonetic post-correction in Section 3.2 is
mation. In our experiments, this hyperparam-  also evaluated. The details will be addressed
eter is determined by grid search with a vali- in the following sections.

98



The 33rd Conference on Computational Linguistics and Speech Processing (ROCLING 2021)
Taoyuan, Taiwan, October 15-16, 2021. The Association for Computational Linguistics and Chinese Language Processing

Datasets
AISHELL-3  Wiki
mask-all-and-replace-all 11.69 % 75.14 %
mask-one-and-replace-one 9.89 % 73.84 %
mask-all-and-replace-one 11.75 % 75.62 %

Table 1: The correction accuracies for different masking and replacement strategies.

Correction
Pre. Rec. Fi CER
MLM 0.099 0.061 0.075 | 10%
Ours (a =500) | 0.404 0.179 0.248 | 8.3%

Table 2: The evaluation results of our proposed method and the baseline model on AISHELL-3 dataset.
Pre., Rec., F; represent the correction precision, recall and Fj-score denoted in (Tseng et al., 2015),

respectively.

4.1 Evaluation on Semantic-only
Post-correction

In this experiment, we aim to evaluate
the effectiveness on the semantic-only post-
correction with MLM by considering differ-
ent masking and replacement strategies as de-
scribed in Section 3.1. For the error detection,
we assume that our detection network could
detect all the incorrect words perfectly. Based
on the setting, we calculate the accuracy of cor-
rection by given the detected incorrect charac-
ters. In our evaluation, we use two benchmark
datasets in this experiment. The first one is a
Chinese open speech dataset: AISHELL-3 (Shi
et al., 2020). AISHELL-3 contains 63,262 and
24,773 sentences as the training set and test
set respectively. It is worth noting that we di-
rectly use the pre-trained MLM of BERT with
different masking strategies. Thus, we did not
use the training set and only sampling 20,000
sentences from the testing set for the evalua-
tion. The second one is Wiki dataset. The
dataset contains 286,975 sentences, and all of
them are used for the evaluation.

From the evaluation on Wiki dataset, as
the results are shown in Table 1, the mask-
one-and-replace-one strategy produces the low-
est accuracy. This indicates that if we only
mask one incorrect character, the other un-
masked incorrect characters will sacrifice the
performance of MLM. On the other hand, if
the incorrect characters are all masked, such
as mask-all-and-replace-all and mask-all-and-
replace-one strategies, the incorrect semantic
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information will not propagate to the task of
token replacement. For AISHELL-3 dataset,
we also can obtain similar results from the eval-
uation even if there are a lot of proper nouns
in the sentences. Besides, the results from Ta-
ble 1 also show that mask-all-and-replace-all
and mask-all-and-replace-one strategies pro-
duce similar results for the token correction.
For the sake of simplicity, we applied the mask-
all-and-replace-all strategy in our experiment
as the origin MLM of BERT did.

4.2 Evaluation on Our Semantic and
Phonetic Post-correction

In the second experiment, we evaluate our
proposed phonetic MLM post-correction men-
tioned in Section 3.2 with only AISHELIL-3
dataset since the phonetic information is not
available in Wiki dataset. Different to the set-
ting in Section 4.1, we randomly split 6,000
sentences from the training set as the valida-
tion set to find the proper hyper-parameters in
our proposed method, and all the testing data
are used for the evaluation. To evaluate the
performance of the post-correction for ASR,
we adopt correction Fj-score and CER (char-
acter error rate) as the metrics. Correction F-
score is calculated by examining whether each
error is corrected or not. Most Chinese error
correction tasks adopt this metric as the evalu-
ation (Tseng et al., 2015). On the other hand,
CER is calculated by the average error rate in
every sentence. It is often used to evaluate the
results of speech recognition. To evaluate the
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Figure 3: Comparisons of correction F; and CER using different « in (2) for ALSHELL-3 dataset.

performance in practices, we also report CER
of the correction results in our experiments.

Followed by experimental results in Section
4.1, we use the pre-trained MLM model from
the official bert-base-chinese package' for the
semantic correction. This semantic-only ap-
proach is also the baseline in this experiment.
As shown in Table 2, our proposed method
could achieve 0.248 correction Fj-score while
the baseline model only has 0.075 correction
Fi-score. It shows that our proposed improve
the performance of post-correction by leverag-
ing the phonetic distance defined in (2).

In addition to the correction Fj-score, we
also evaluate the performance of these two
models with CER due to the practical usage.
Similar to the results with correction F}-score,
our proposed method also achieves better CER
by comparing with the baseline model. Based
on the results from Table 2, we confirmed that
the usage of phonetic information of characters
is beneficial to post-correction of ASR.

4.3 Sensitivity of Phonetic Distance

As discussed in Section 3.2, we need to de-
termine the hyper-parameter « in (2). This
hyper-parameter controls the trade-off be-
tween semantic and phonetic information. In
our experiments, we use the validation set to
determine the value of o by the grid search.
According to the range of phonetic distances
from DIMSIM, we set 1076 to 10* as the search
range, and calculate correction Fj-score and
CER with the validation data. Typically the

"https://github.com/huggingface/transformers
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{Unrecoverable case h
S(Cerror ’ Ccand\date): [ 00 ] OO 1] 97 ] ]
Candidates: & = =]
- J
EIEERIRIE A2
4 N
S(Cerror 1 Ccandldate): [ 97: 00 ] 00 1 eee ]
Candidates: & = .
\Recoverable case )

Figure 4: Examples of recoverable and unrecover-
able cases in our scenario.

larger « value we have, the more influence
of the phonetic distance it will increase. As
shown in Figure 3, we plot the correction Fi-
score and CER according to different values of
a. It can be observed that slightly increasing
the value of o will improve the performance
dramatically. This also indicates that many
homo-phonic errors can be corrected by our
proposed method. On the other hand, a too
large value of o will also cause the opposite
effect due to the over-emphasizing of phonetic
information. Besides, it also shows that the
results are quite robust within a wide range of
a. Thus, the proper value of v in (2) could be
easily searched.

4.4 Recoverable Ability of Phonetic
Distance

In our proposed method, it is obvious that not
all the incorrect characters can be corrected by
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adding the phonetic information. To be more
precise, an error word of interest is unrecover-
able if there exists a candidate that satisfies
the following two conditions:

3)

Perror candidate > Pcorrect candidate
and

S(Cerrory Cerror candidate) (4)

< S(Cerror’ Ccorrect candidate) )

where Cegppor is the error word of interest,
Ceorrect candidate 18 the ground truth, and
Corror candidate 18 the incorrect word of the can-
didates. For example, as the unrecoverable
case shown in Figure 4, it is not possible to re-
cover the correct character “&” since “ /%" sat-
isfies (3) and (4). On the other hand, one can
recover the correct character “#” as shown in
the recoverable case of Figure 4 since no can-
didate satisfies (3) and (4).

In our experiments, we have 21,865 Chinese
characters that are not able to be corrected
properly by the baseline model. Among these
error corrections, we have 6,483 recoverable
characters (~29.7%). By given these recover-
able characters, our proposed method can re-
fine 4,671 characters (~72.1%) correctly by us-
ing the phonetic distance. This indicates that
our proposed phonetic feature could fix most
recoverable characters.

5 Conclusion

In this paper, we proposed a novel approach
for the post-correction of speech recognition.
By exploring the phonetic distance derived
from DIMSIM, we integrated semantic and
phonetic information based on the pre-trained
MLM of BERT. By taking the phonetic dis-
tance into account, many homophonic errors
can be corrected by our proposed method.
Experimental results on a real-world speech
recognition dataset confirmed the use of our

proposed method for improved post-correction
of ASR.
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