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Abstract

One of the long-standing challenges in lexical
semantics consists in learning representations
of words which reflect their semantic prop-
erties. The remarkable success of word em-
beddings for this purpose suggests that high-
quality representations can be obtained by
summarizing the sentence contexts of word
mentions. In this paper, we propose a method
for learning word representations that follows
this basic strategy, but differs from standard
word embeddings in two important ways. First,
we take advantage of contextualized language
models (CLMs) rather than bags of word vec-
tors to encode contexts. Second, rather than
learning a word vector directly, we use a topic
model to partition the contexts in which words
appear, and then learn different topic-specific
vectors for each word. Finally, we use a task-
specific supervision signal to make a soft se-
lection of the resulting vectors. We show that
this simple strategy leads to high-quality word
vectors, which are more predictive of semantic
properties than word embeddings and existing
CLM-based strategies.

1 Introduction

In the last few years, contextualized language mod-
els (CLMs) such as BERT (Devlin et al., 2019)
have largely replaced the use of static (i.e. non-
contextualized) word vectors in many Natural Lan-
guage Processing (NLP) tasks. However, static
word vectors remain important in applications
where word meaning has to be modelled in the
absence of (sentence) context. For instance, static
word vectors are needed for zero-shot image clas-
sification (Socher et al., 2013) and zero-shot en-
tity typing (Ma et al., 2016), for ontology align-
ment (Kolyvakis et al., 2018) and completion (Li
et al., 2019), taxonomy learning (Bordea et al.,
2015, 2016), or for representing query terms in in-
formation retrieval systems (Nikolaev and Kotov,
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2020). Moreover, Liu et al. (2020) recently found
that static word vectors can complement CLMs, by
serving as anchors for contextualized vectors, while
Alghanmi et al. (2020) found that incorporating
static word vectors could improve the performance
of BERT for social media classification.

Given the impressive performance of CLMs
across many NLP tasks, a natural question is
whether such models can be used to learn high-
quality static word vectors, and whether the result-
ing vectors have any advantages compared to those
from standard word embedding models (Mikolov
et al., 2013; Pennington et al., 2014). A number
of recent works have begun to explore this ques-
tion (Ethayarajh, 2019; Bommasani et al., 2020;
Vulic et al., 2020). Broadly speaking, the idea is
to construct a static word vector for a word w by
randomly selecting sentences in which this word
occurs, and then averaging the contextualized rep-
resentations of w across these sentences.

Since it is not usually computationally feasible
to run the CLM on all sentences mentioning w, a
sample of such sentences has to be selected. This
begs the question: how should these sentences be
chosen? In the aforementioned works, sentences
are selected at random, but this may not be opti-
mal. If we want to use the resulting word vectors in
downstream tasks such as zero-shot learning or on-
tology completion, we need vectors that capture the
salient semantic properties of words. Intuitively,
we should thus favor sentences that best reflect
these properties. For instance, many of the men-
tions of the word banana on Wikipedia are about
the cultivation and export of bananas, and about the
specifics of particular banana cultivars. By learn-
ing a static word vector from such sentences, we
may end up with a vector that does not reflect our
commonsense understanding of bananas, e.g. the
fact that they are curved, yellow and sweet.

The main aim of this paper is to analyze to what
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extent topic models such as Latent Dirichlet Allo-
cation (Blei et al., 2003) can be used to address
this issue. Continuing the previous example, we
may find that the word banana occurs in Wikipedia
articles on the following topics: economics, biol-
ogy, food or popular culture. While most mentions
might be in articles on economics and biology, it
is the latter two topics that are most relevant for
modelling the commonsense properties of bananas.
Note that the optimal selection of topics is task-
dependent, e.g. in an NLP system for analyzing
financial news, the economics topic would clearly
be more relevant. For this reason, we propose to
learn a word vector for each topic separately. Since
the optimal choice of topics is task-dependent, we
then rely on a task-specific supervision signal to
make a soft selection of these topic-specific vec-
tors.

Another important question is how CLMs should
be used to obtain contextualized word vectors.
Given a sentence mentioning w, a model such as
BERT-base constructs 12 vector representations of
w, i.e. one for each layer of the transformer stack.
Previous work has suggested to use the average of
particular subsets of these vectors. In particular,
Vulic et al. (2020) found that lexical semantics is
most prevalent in the representations from the early
layers, and that averaging vectors from the first few
layers seems to give good results on many bench-
marks. On the other hand, these early layers are
least affected by the sentence context (Ethayarajh,
2019), hence such strategies might not be suitable
for learning topic-specific vectors. We therefore
also explore a different strategy, which is to mask
the target word in the given sentence, i.e. to replace
the entire word by a single [MASK] token, and to
use the vector representation of this token at the
final layer. The resulting vector representations
thus specifically encode what the given sentence
reveals about the target word, making this a natural
strategy for learning topic-specific vectors.

Note that there is a clear relationship between
this latter strategy and CBOW (Mikolov et al.,
2013): where in CBOW the vector representation
of w is obtained by averaging the vector represen-
tations of the context words that co-occur with w,
we similarly represent words by averaging context
representations. The main advantage compared to
CBOW thus comes from the higher-quality context
encodings that can be obtained using CLMs. The
main challenge, as already mentioned, is that we
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cannot consider all the mentions of w, whereas this
is typically feasible for CBOW (and other standard
word embedding models). Our contributions can
be summarized as follows':

* We analyze different strategies for deriving
word vectors from CLMs, which rely on sam-
pling mentions of the target word from a text
collection.

We propose the use of topic models to im-
prove how these mentions are sampled. In
particular, rather than learning a single vector
representation for the target word, we learn
one vector for each sufficiently relevant topic.

We propose to construct the final representa-
tion of a word w as a weighted average of
different vectors. This allows us to combine
multiple vectors without increasing the dimen-
sionality of the final representations. We use
this approach for combining different topic-
specific vectors and for combining vectors
from different transformer layers.

2 Related Work

A few recent works have already proposed strate-
gies for computing static word vectors from CLMs.
While Ethayarajh (2019) relied on principal compo-
nents of individual transformer layers for this pur-
pose, most approaches rely on averaging the con-
textualised representations of randomly selected
mentions of the target word (Bommasani et al.,
2020; Vulic et al., 2020). Several authors have
pointed out that the representations obtained from
early layers tend to perform better in lexical se-
mantics probing tasks. However, Bommasani et al.
(2020) found that the optimal layer depends on the
number of sampled mentions, with later layers per-
forming better when a large number of mentions
is used. Rather than fixing a single layer, Vulic
et al. (2020) advocated averaging representations
from several layers. Note that none of the afore-
mentioned methods uses masking when computing
contextualized vectors. This means that the final
representations may have to be obtained by pooling
different word-piece vectors, usually by averaging
them.

'All code and data to replicate our experiments is
available at https://github.com/Activeyixiao/
topic-specific-vector/.
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As an alternative to using topic models, Chronis
and Erk (2020) cluster the contextual word vec-
tors, obtained from mentions of the same word.
The resulting multi-prototype representation is then
used to compute word similarity in an adaptive
way. Along similar lines, Amrami and Goldberg
(2019) cluster contextual word vectors for word
sense induction. Thompson and Mimno (2020)
showed that clustering the contextual representa-
tions of a given set of words can produce clusters
of semantically related words, which were found
to be similar in spirit to LDA topics. The idea of
learning topic-specific representations of words has
been extensively studied in the context of standard
word embeddings (Liu et al., 2015; Li et al., 2016;
Shi et al., 2017; Zhu et al., 2020). To the best of
our knowledge, learning topic-specific word rep-
resentations using CLMs has not yet been studied.
More broadly, however, some recent methods have
combined CLMs with topic models. For instance,
Peinelt et al. (2020) use such a combination for pre-
dicting semantic similarity. In particular they use
the LDA or GSDMM topic distribution of two sen-
tences to supplement their BERT encoding. Finally,
Bianchi et al. (2020) suggested using sentence em-
beddings from SBERT (Reimers and Gurevych,
2019) as input to a neural topic model, with the
aim of learning more coherent topics.

3 Constructing Word Vectors

In Section 3.1, we first describe different strategies
for deriving static word vectors from CLMs. Sec-
tion 3.2 subsequently describes how we choose the
most relevant topics for each word, and how we
sample topic-specific word mentions. Finally, in
Section 3.3 we explain how the resulting topic-
specific representations are combined to obtain
task-specific word vectors.

3.1 Obtaining Contextualized Word Vectors

We first briefly recall the basics of the BERT con-
textualised language model. BERT represents a
sentence s as a sequence of word-pieces wj ..., wy,.
Frequent words will typically be represented as
a single word-piece, but in general, word-pieces
may correspond to sub-word tokens. Each of these
word-pieces w is represented as an input vector,
which is constructed from a static word-piece em-
bedding wq (together with vectors that encode at
which position in the sentence the word appears,
and in which sentence). The resulting sequence of
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word-piece vectors is then fed to a stack of 12 (for
BERT-base) or 24 (for BERT-large) transformer
layers. Let us write w; for the representation of
word-piece w in the i transformer layer. We will
refer to the representation in the last layer, i.e. wi,
for BERT-base and w3, for BERT-large, as the out-
put vector. When BERT is trained, some of the
word-pieces are replaced by a special [MASK] to-
ken. The corresponding output vector then encodes
a prediction of the masked word-piece.

Given a sentence s in which the word w is men-
tioned, there are several ways in which BERT and
related models can be used to obtain a vector repre-
sentation of w. If w consists of a single word-piece,
a natural strategy is to feed the sentence s as in-
put and use the output vector as the representation
of w. However, several authors have found that it
can be beneficial to also take into account some
or all of the earlier transformer layers, where fine-
grained word senses are mostly captured in the
later layers (Reif et al., 2019) but word-level lex-
ical semantic features are primarily found in the
earlier layers (Vulic et al., 2020). For this reason,
we will also experiment with models in which the
vectors Wi, ..., Wi, (or wi, ..., w3, in the case of
BERT-large) are all used. In particular, our model
will construct a weighted average of these vectors,
where the weights will be learned from training
data (see Section 3.3). For words that consist of
multiple word-pieces, following common practice,
we compute the representation of w as the aver-
age of its word-piece vectors. For instance, this
strategy was found to outperform other aggregation
strategies in Bommasani et al. (2020).

We will also experiment with a strategy that re-
lies on masking. In this case, the word w is re-
placed by a single [MASK] token (even if w would
normally be tokenized into more than one word-
piece). Let us write mj, for the output vector corre-
sponding to this [MASK] token. Since this vector
corresponds to BERT’s prediction of what word
is missing, this vector should intuitively capture
the properties of w that are asserted in the given
sentence. We can thus expect that these vectors
m;, will be more sensitive to how the sentences
mentioning w are chosen. Note that in this case,
we only use the output layer, as the earlier layers
are less likely to be informative.

To obtain a static representation of w, we first se-
lect a set of sentences s1, ..., S in which w is men-
tioned. Then we compute vector representations



wi ..., w* of w from each of these sentences,

using any of the aforementioned strategies. Our fi-
nal representation w is then obtained by averaging
these sentence-specific representations, i.e.:

n
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3.2 Selecting Topic-Specific Mentions

w

To construct a vector representation of w, we need
to select some sentences sy, ..., S, mentioning w.
While these sentences are normally selected ran-
domly, our hypothesis in this paper is that purely
random strategies may not be optimal. Intuitively,
this is because the contexts in which a given word
w is most frequently mentioned might not be the
most informative ones, i.e. they may not be the
contexts which best characterize the properties of
w that matter for a given task. To test this hypothe-
sis, we experiment with a strategy based on topic
models. Our strategy relies on the following steps:

1. Identify the topics which are most relevant for
the target word w;

2. For each of the selected topics ¢, select sen-
tences s’i, ...,Sz mentioning w from docu-

ments that are closely related to this topic.

For each of the selected topics ¢, we can then use
the sentences s!, ..., !, to construct a topic-specific
vector w', using any of the strategies from Section
3.1. The final representation of w will be com-
puted as a weighted average of these topic-specific
vectors, as will be explained in Section 3.3.

We now explain these two steps in more detail.
First, we use Latent Dirichlet Allocation (LDA)
(Blei et al., 2003) to obtain a representation of each
document d in the considered corpus as a multino-
mial distribution over m topics. Let us write 7;(d)
for the weight of topic ¢ in the representation of
document d, where )" | 7;(d) = 1. Suppose that
the word w is mentioned [V,, times in the corpus,
and let d¥’ be the document in which the j™ men-
tion of w occurs. Then we define the importance
of topic ¢ for word w as follows:

Nuy

> e

J=1

1

N, )

Ti(w) (1)

In other words, the importance of topic ¢ for word
w is defined as the average importance of topic ¢
for the documents in which w occurs. To select
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the set of topics 7, that are relevant to w, we rank
the topics from most to least important and then
select the smallest set of topics whose cumulative
importance is at least 60%, i.e. Ty, is the smallest
set of topics such that >, - 7;(w) > 0.6.

For each of the topics ¢; in 7T, we select the cor-
responding sentences s, ..., s!, as follows. We rank
all the documents in which w is mentioned accord-
ing to 7;(d). Then, starting with the document with
the highest score (i.e. the document for which topic
1 is most important), we iterate over the ranked list
of documents, selecting all sentences from these
documents in which w is mentioned, until we have
obtained a total of n sentences.

3.3 Combining Word Representations

Section 3.1 highlighted a number of strategies that
could be used to construct a vector representation
of a target word w. As mentioned before, it can be
beneficial to combine vector representations from
different transformer layers. To this end, we pro-
pose to learn a weighted average of the different in-
put vectors, using a task specific supervision signal.
In particular, let wy, ..., wi be the different vec-
tor representations we have available for word w
(e.g. the vectors from different transformer layers).
To combine these vectors, we compute a weighted
average as follows:

exp(a;)
o= @)
Yk exp(a;)
w o 2 NWi 3)

S Aewill

where the scalar parameters ay,...ary € R are
jointly learned with the model in which w is used.
Another possibility would be to concatenate the
input vectors wi, ..., wi. However, this signifi-
cantly increases the dimensionality of the word
representations, which can be challenging in down-
stream applications. In initial experiments, we also
confirmed that this concatenation strategy indeed
under-performs the use of weighted averages.

If topic-specific vectors are used, we also want
to compute a weighted average of the available
vectors. However, (2)—(3) cannot be used in this
case, because the set of topics for which topic-
specific vectors are available differs from word to
word. Let us write Wf()pic for the representation of
word w that was obtained for topic t;, where we



assume w' . = 0ift; ¢ T,. We then define:

topic
= exp(b;) - 1[t; € Tw) @
b (b)) - 1ty € Tl
E:iM?VV%pw
Wigpie = —it_—tovic_ (5)
o ||§:iﬁ% VVMpw”

where 1[t; € T,] = 1 if topic ¢; is considered
to be relevant for word w (i.e. t; € 7T,), and
1[t; € Tw] = 0 otherwise. Note that the soft-
max function in (4) relies on the scalar parameters
b1, ...,br € R, which are independent of w. How-
ever, the softmax is selectively applied to those
topics that are relevant to w, which is why the
resulting weight £ is dependent on w, or more
precisely, on the set of topics T,.

4 Evaluation

We compare the proposed strategy with standard
word embeddings and existing CLM-based strate-
gies. In Section 4.1 we first describe our experimen-
tal setup. Section 4.2 then provides an overview of
the datasets we used for the experiments, where we
focus on lexical classification benchmarks. These
benchmarks in particular allow us to assess how
well various semantic properties can be predicted
from the word vectors. The experimental results
are discussed in Section 4.3 and a qualitative anal-
ysis is presented in Section 4.4.

4.1 Experimental Setup

We experiment with a number of different strategies
for obtaining word vectors:

Ciast We take the vector representation of w from
the last transformer layer (i.e. Wi, or wi,).

Cinput We take the input embedding of w (i.e. wy).

Cavg We take the average of wo, wy, ..., wi, for
the base models and wq, w7, ..., w3, for the
large models.

Can We use all of wo, wi, ..., w{, as input for the
base models, and all of wo, w7, ..., w5, for
the large models. These vectors are then ag-
gregated using (2)—(3), i.e. we use a learned
soft selection of the transformer layers.

Cmask We replace the target word by [MASK] and
use the corresponding output vector.
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For words consisting of more than one word-piece,
we average the corresponding vectors in all cases,
except for Cphask Where we always end up with a
single vector (i.e. we replace the entire word by
a single [MASK] token). We also consider three
variants that rely on topic-specific vectors:

Tt We learn topic-specific vectors using the last
transformer layers. These vectors are then
used as input to (4)—(5).

Tayvg Similar to the previous case but using the
average of all transformer layers.

Tmask Similar to the previous cases but using the
output vector of the masked word mention.

Furthermore, we consider variants of Tias¢, Tavg
and Tpask in which a standard (i.e. unweighted)
average of the available topic-specific vectors is
computed, instead of relying on (4)—(5). We will re-
fer to these averaging-based variants as Ajast, Aavg
and Apask. As baselines, we also consider the two
Word2vec models (Mikolov et al., 2013):

SG 300-dimensional Skip-gram vectors trained on
a May 2016 dump of the English Wikipedia,
using a window size of 5 tokens, and mini-
mum frequency threshold of 10.

CBOW 300-dimensional Continuous Bag-of-
Words vectors trained on the same corpus and
with the same hyperparameters as SG.

We show results for four pre-trained CLMs (De-
vlin et al., 2019; Liu et al., 2019): BERT-base-
uncased, BERT-large-uncased, RoBERTa-base-
uncased, RoBERTa-large-uncased®. As the corpus
for sampling word mentions, we used the same
Wikipedia dump as for training the word embed-
dings models. For Cpask, Ciast, Cavg and Cyy we
selected 500 mentions. For the topic-specific strate-
gies (Tiast, Tavg and Tiask) we selected 100 men-
tions per topic. To obtain the topic assignments, we
used Latent Dirichlet Allocation (Blei et al., 2003)
with 25 topics. We set a« = 0.0001 to restrict the
total number of topics attributed to a document, and
use default values for the other hyper-parameters>.
To select the relevant topics for a given word w,
we find the smallest set of topics whose cumula-
tive importance score 7;(w) is at least 60%, with

2We used the implementations from https: //github.
com/huggingface/transformers.

We used the implementation from https:
//radimrehurek.com/gensim/wiki.html.


https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
https://radimrehurek.com/gensim/wiki.html
https://radimrehurek.com/gensim/wiki.html

a maximum of 6 topics. In the experiments, we
restrict the vocabulary to those words with at least
100 occurrences in Wikipedia.

4.2 Datasets

For the experiments, we focus on a number of lexi-
cal classification tasks, where categories of individ-
ual words need to be predicted. In particular, we
used two datasets which are focused on common-
sense properties (e.g. dangerous): the extension
of the McRae feature norms dataset (McRae et al.,
2005) that was introduced by Forbes et al. (2019)*
and the CSLB Concept Property Norms>. We fur-
thermore used the WordNet supersenses dataset®,
which groups nouns into broad categories (e.g. hu-
man). Finally, we also used the BabelNet domains
dataset’ (Camacho-Collados and Navigli, 2017),
which assigns lexical entities to thematic domains
(e.g. music).

In our experiments, we have only considered
properties/classes for which sufficient positive ex-
amples are available, i.e. at least 10 for McRae,
30 for CSLB, and 100 for WordNet supersenses
and BabelNet domains. For the McRae dataset, we
used the standard training-validation-test split. For
the other datasets, we used random splits of 60%
for training, 20% for tuning and 20% for testing.
An overview of the datasets is shown in Table 2.

For all datasets, we consider a separate binary
classification problem for each property and we re-
port the (unweighted) average of the F1 scores for
the different properties. To classify words, we feed
their word vector directly to a sigmoid classifica-
tion layer. We optimise the network using AdamW
with a cross-entropy loss. The batch size and learn-
ing rate were tuned, with possible values chosen
from 4,8,16 and 0.01, 0.005, 0.001, 0.0001 respec-
tively. Note that for Cyy and the topic-specific
variants, the classification network jointly learns
the parameters of the classification layer and the
attention weights in (2) and (4) for combining the
input vectors.

4.3 Results

The results are shown in Table 1. We consistently
see that the topic-specific variants outperform the

*nttps://github.com/mbforbes/
physical-commonsense

Shttps://cslb.psychol.cam.ac.uk/
propnorms

Shttps://wordnet .princeton.edu/
download

"nttp://lcl.uniromal.it/babeldomains/
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different C-variants, often by a substantial mar-
gin. This confirms our main hypothesis, namely
that using topic models to determine how con-
text sentences are selected has a material effect
on the quality of the resulting word representations.
Among the C-variants, the best results are obtained
by Chask and Cjagt. None of the three T-variants
consistently outperforms the others. Surprisingly,
the A-variants outperform the corresponding T-
variants in several cases. This suggests that the out-
performance of the topic-specific vectors primarily
comes from the fact that the context sentences for
each word were sampled in a more balanced way
(i.e. from documents covering a broader range of
topics), rather than from the ability to adapt the
topic weights based on the task. This is a clear ben-
efit for applications, as the A-variants allow us to
simply represent each word as a static word vector.

The performance of SG and CBOW is also sur-
prisingly strong. In particular, these traditional
word embedding models outperform all of the C-
variants, as well as the T and A variants in some
cases, especially for BERT-base and RoBERTa-
base. This seems to be related, at least in part, to
the lower dimensionality of these vectors. The clas-
sification network has to be learned from a rather
small number of examples, especially for McRae
and CSLB. Having 768 or 1024 dimensional in-
put vectors can be problematic in such cases. To
analyse this effect, we used Principal Component
Analysis (PCA) to reduce the dimensionality of the
CLM-derived vectors to 300. For this experiment,
we focused in particular on Cpask and Tiyask. The
results are also shown in Table 1 as Cyask-PCA
and Tpask-PCA. As can be seen, this dimension-
ality reduction step has a clearly beneficial effect,
with Tpask-PCA outperforming all baselines, ex-
cept for the BabelNet domains benchmark. The
latter benchmark is focused on thematic similarity
rather than semantic properties, which the CLM-
based representations seem to struggle with.

4.4 Qualitative analysis

Topic-specific vectors can be expected to focus on
different properties, depending on the chosen topic.
In this section, we present a qualitative analysis
in support of this view. In Table 3 we list, for a
sample of words from the WordNet supersenses
dataset, the top 5 nearest neighbours per topic in
terms of cosine similarity. For this analysis, we
used the BERT-base masked embeddings. We can
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BERT-base BERT-large RoBERTa-base RoBERTa-large

MC CS SS BD MC CS SS BD MC CS SS BD MC CS SS BD
SG 59.6 545 55.6 49.1 59.6 545 556 49.1 59.6 545 556 49.1 59.6 54.5 55.6 49.1
CBOW 61.1 50.6 484 450 61.1 50.6 484 450 61.1 50.6 484 450 61.1 50.6 48.4 45.0
Chnask 54.6 44.0 48.8 389 52.0 43.0 48.7 38.7 56.0 434 47.1 421 558 423 47.0 38.1
Crast 529 45.1 46.7 384 543 462 482 39.6 56.5 422 46.1 373 563 43.8 465 37.8
Cinput 48.9 322 41.1 348 53.1 33.0 39.0 345 42.1 256 352 31.8 513 314 28.6 36.0
Cavg 459 32.8 44.1 364 50.0 37.1 427 36.7 394 21.6 30.8 28.7 4377 229 30.1 28.2
Can 459 31.0 413 354 450 33.7 434 246 328 19.0 259 247 375 21.2 304 28.6
Tmask 58.6 54.1 60.1 458 62.8 54.6 61.4 462 564 494 56.7 42.1 59.6 504 572 42.1
Thast 63.6 51.8 595 473 605 54.8 61.2 492 528 40.1 54.6 412 60.2 485 59.5 45.2
Tavg 61.0 52.7 59.6 423 652 524 60.7 484 542 399 559 415 595 46.8 60.0 452
Amask 61.6 53.5 59.6 415 63.0 564 60.6 41.5 612 553 59.6 40.6 634 57.1 612 423
Ajast 60.8 49.6 579 444 614 555 60.3 46.7 503 36.8 56.5 39.7 59.5 473 58.0 41.2
Aavg 60.7 49.7 579 444 639 520 594 44.0 55.6 40.6 564 398 594 473 58.0 412
Cmask-PCA  56.8 464 49.2 38.8 56.6 435 484 392 58.8 51.6 504 39.2 583 49.8 493 393
Tmask-PCA  63.3 56.2 62.6 469 644 57.3 60.6 43.0 61.6 55.8 62.5 460 654 563 64.1 46.4

Table 1: Results of lexical feature classification experiments for the extended McRae feature norms (MC), CSLB
norms (CS), WordNet Supersenses (SS) and BabelNet domains (BD). Results are reported in terms of F1 (%).
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Figure 1: BERT-base topic-specific vectors when using the output vectors without using masking (left) and with
masking (right). Words have been selected from the McRae dataset.

Dataset Type Words Properties
McRae Commonsense 475 49
CSLB Commonsense 570 54
WN supersenses ~ Taxonomic 24,324 24
BN domains Topical 43,319 34

Table 2: Overview of the considered datasets.

see that for the word ‘partner’, its topic-specific em-
beddings correspond to its usage in the context of
‘finance’, ‘stock market’ and ‘fiction’. These three
embeddings roughly correspond to three different
senses of the word®. This de-conflation or implicit

81n fact, we can directly pinpoint these vectors to the fol-
lowing WordNet (Miller, 1995) senses: partner.n.03,
collaborator.n.03 and spouse.n.01.

disambiguation is also found for words such as
‘cell’, ‘port’, ‘bulb’ or ‘mail’, which shows a strik-
ing relevance of the role of mail in the election
topic, being semantically similar in the correspond-
ing vector space to words such as ‘telemarketing’,
‘spam’ or ‘wiretap’. In the case of ‘fingerprint’, we
can also see some implicit disambiguation (distin-
guishing between fingerprinting in computer sci-
ence, as a form of hashing, and the more tradi-
tional sense). However, we also see a more topical
distinction, revealing differences between the role
played by fingerprints in fictional works and foren-
sic research. This tendency of capturing different
contexts is more evidently shown in the last four
examples. First, for ‘sky’ and ‘strength’, the topic-
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WORD TOPIC NEAREST NEIGHBOURS
{research, professor, science, education, institute } beneficiary, creditor, investor, employer, stockholder
partner {football, republican, coach, senate, representatives}  lobbyist, bookkeeper, cashier, stockbroker, clerk
{game, book, novel, story, reception } nanny, spouse, lover, friend, secretary
{protein, disease, medical, cancer, cells} lymphocyte, macrophage, axon, astrocyte, organelle
cell {food, plant, water, gas, power, oil} electrode, electrolyte, cathode, anode, substrate
{physics, mathematics, space, ngc, theory } surface, torus, mesh, grid, cone
{station, building, railway, historic, church} harbor, seaport, dock, waterfront, city
port {radio, station, fm, software, data, forewings} link, gateway, router, line, socket
{game, book, novel, story, reception} version, remake, compilation, patch, modification
{station, building, railway, historic, church} lamp, transformer, dynamo, projector, lighting
bulb {protein, disease, medical, cancer, cells} epithelium, ganglion, nucleus, gland, cortex
{species, genus, described, description, flowers} rootstock, fern, vine, tuber, clover
{station, building, railway, historic, church} cargo, grain, baggage, coal, livestock
mail {game, book, novel, story, reception} paper, jewelry, telephone, telegraph, typewriter
{party, election, minister, elected, elections} telemarketing, spam, wiretap, internet, money
{radio, station, fm, software, data, forewings } signature, checksum, bitmap, texture, text
fingerprint  {game, book, novel, story, reception} cadaver, skull, wiretap, body, tooth
{party, election, minister, elected, elections} wiretap, forensics, postmortem, polygraph, check
{greek, ancient, castle, king, roman} underworld, sun, afterlife, zodiac, moon
sky {river, lake, mountain, island, village } horizon, ocean, earth, sun, globe
{physics, mathematics, space, ngc, theory} ionosphere, sun, globe, earth, heliosphere
{food, plant, water, gas, power } stiffness, ductility, hardness, permeability, viscosity
strength {game, book, novel, story, reception} intelligence, agility, charisma, power, telepathy
{army, regiment, navy, ship, air} morale, firepower, resistance, force, garrison
noon {physics, mathematics, space, ngc, theory} declination, night, equinox, perihelion, latitude
{army, regiment, navy, ship, air} dawn, sunset, night, morning, shore
galaxy {physics, mathematics, space, ngc, theory } nebula, quasar, pulsar, nova, star

{game, book, novel, story, reception}

globe, future, world, planet, nation

Table 3: Nearest neighbours of topic-specific embeddings for a sample of words from the WordNet SuperSenses
dataset, using BERT-base embeddings. The top 6 selected samples illustrate clear topic distributions per word
sense, and the bottom 4 also show topical properties within the same sense. The most relevant words for each topic
are shown under the TOPIC column.
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wise embeddings do not represent different senses
of these words, but rather indicate different types
of usage (possibly related to cultural or common-
sense properties). Specifically, we see that the same
sense of ‘sky’ is used in mythological, landscap-
ing and geological contexts. Likewise, ‘strength’
is clustered into different mentions, but while this
word also preserves the same sense, it is clearly
used in different contexts: physical, as a human
feature, and in military contexts. Finally, ‘noon’
and ‘galaxy’ (which only occur in two topics), also
show this topicality. In both cases, we have repre-
sentations that reflect their physics and everyday
usages, for the same senses of these words.

As a final analysis, In Figure 1 we plot a two-
dimensional PCA-reduced visualization of selected
words from the McRae dataset, using two versions
of the topic-specific vectors: Thask and Tiag. In
both cases, BERT-base was used to obtain the vec-
tors. We select four pairs of concepts which are
topically related, which we plot with the same
datapoint marker (animals, plants, weapons and
musical instruments). For Tjas¢, We can see that
the different topic-specific representations of the
same word are clustered together, which is in ac-
cordance with the findings from Ethayarajh (2019).
For Task, We can see that the representations of
words with similar properties (e.g. cheetah and
hyena) become more similar, suggesting that Task
is more tailored towards modelling the semantic
properties of words, perhaps at the expense of a
reduced ability to differentiate between closely re-
lated words. The case of rurnip and peach is partic-
ularly striking, as the vectors are clearly separated
in the Tiag¢ plot, while being clustered together in
the Task plot.

5 Conclusions

We have proposed a strategy for learning static
word vectors, in which topic models are used to
help select diverse mentions of a given target word
and a contextualized language model is subse-
quently used to infer vector representations from
the selected mentions. We found that selecting an
equal number of mentions per topic substantially
outperforms purely random selection strategies.
We also considered the possibility of learning a
weighted average of topic-specific vector represen-
tations, which in principle should allow us to “tune”
word representations to different tasks, by learning
task-specific topic importance weights. However,
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in practice we found that a standard average of the
topic specific vectors leads to a comparable perfor-
mance, suggesting that the outperformance of our
vectors comes from the fact that they are obtained
from a more diverse set of contexts.
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