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1Universidad Nacional de Córdoba, CONICET, Argentina

2University of Roskilde, Denmark
mmazuecos@mi.unc.edu.ar

patrick.rowan.blackburn.gmail.com
luciana.benotti@unc.edu.ar

Abstract

In the visual dialog task GuessWhat?! two
players maintain a dialog in order to identify
a secret object in an image. Computationally,
this is modeled using a question generation
module and a guesser module for the ques-
tioner role and an answering model, the oracle,
to answer the generated questions. This raises
a question: what’s the risk of having an im-
perfect oracle model?. Here we present work
in progress on the study of the impact of dif-
ferent oracles in human generated questions in
GuessWhat?!. We show that having access to
better quality answers has a direct impact on
the guessing task for human dialog and argue
that better answers could help train better ques-
tion generation models.

1 Introduction

Collaborative reference resolution is a task that has
attracted a lot of attention in recent years with the
introduction of GuessWhat?! (de Vries et al., 2017).
GuessWhat?! is a cooperative two-player referen-
tial visual dialogue game. One player (the Oracle)
is assigned an object in an image and the other
player (the Questioner) has to guess the referent by
asking yes/no questions. An example of a dialog in
the GuessWhat?! dataset can be seen in Figure 1.

In this task, much work has been done on the
question generation policies (Strub et al., 2017;
Lee et al., 2018; Shekhar et al., 2019; Pang and
Wang, 2020b,a), the linguistic capabilities of these
questioner models (Shukla et al., 2019a) and on im-
proving guessing models (Pang and Wang, 2020a).

Most of the work on the questioner models was
performed employing a simple oracle model to play
the GuessWhat?! game. This oracle model was too
simple and it struggled to answer questions that
asked for anything beyond the available annota-
tion information, thus pushing models to produce
those type of questions (Mazuecos et al., 2020); a
new SOTA for the oracle task (Testoni et al., 2020),

Question Answer

1. It is a person? no
2. Is it something you sit on? yes
3. Does it have pillows on it? yes

Figure 1: Example of a game played by humans in the
GuessWhat?! dataset.

based on LXMERT (Tan and Bansal, 2019) was
proposed using this approach. It seems reasonable
to investigate the impact on the question generation
policy learned by questioner models and on task
success. In this work we will focus on the latter1.
We will show the impact of having access to bet-
ter answers in the guessing task by evaluating a
guesser model with questions from the human cor-
pus that were answered by different oracle models.

In the next section we review previous work.
Then we explain the GuessWhat?! task, the models,
and the experiments. Finally we argue that having
access to better answers could be the difference
between success and failure in the guessing task.

1The code for reproducing this paper is available at
github.com/mmazuecos/ReInAct2021-Impact-of-answers
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2 Previous Work

GuessWhat?! (de Vries et al., 2017) is a coopera-
tive guessing game in which two players hold a dia-
log intended to identify a secret object in a picture.
We call this object the target object. The two play-
ers have different roles: the Questioner has to pose
questions and guess the object at the end of the dia-
log, and the Oracle has to answer these questions.
The corpus comprises more than 155K dialogs with
more than 821K question-answer pairs made across
67K images extracted from the MSCOCO dataset
(Lin et al., 2014).

GuessWhat?! is a simplification of the collab-
orative process of referring studied by Clark and
Wilkes-Gibbs (1986). The process of multimodal
reference resolution had received attention from the
vision and computational linguistics communities
(Pineda and Garza, 1997; Schlangen et al., 2009).
The task requires both reference resolution capabil-
ities and the ability to ground the language expres-
sions to objects in the real world (Roy, 2005).

In this task, much work has been done on train-
ing question generation policies to perform the
questioner role (Strub et al., 2017; Zhang et al.,
2018; Abbasnejad et al., 2019; Shukla et al., 2019b;
Shekhar et al., 2019; Pang and Wang, 2020b) with
different levels of task success at guessing the target
objects. Most of the approaches receive some sort
of reward that weights to some extent the task suc-
cess at the game. Being a two player game, the task
success will be conditioned by both the questioner
performance and the oracle performance. Most
works use the same oracle model proposed with the
GuessWhat?! dataset (de Vries et al., 2017)2.

We previously showed that the baseline oracle
proposed by de Vries et al. (2017) does not have the
same performance for human and model generated
questions, and that performance was linked to the
type of question (Mazuecos et al., 2020). Most RL-
based models would not ask for information other
than the type of object and its location, exactly the
two manually annotated features that the oracle
receives. As a result the grammatical and lexical
diversity of the generated questions is poor.

Following this line, Testoni et al. (2020) pro-
posed a more complex oracle model based on the
multimodal transformer LXMERT (Tan and Bansal,
2019). This model achieved SOTA for the Oracle

2We could not confirm nor deny that Abbasnejad et al.
(2019) employed that Oracle mode. They stated that they kept
the classical GuessWhat?! setup.

task and proved to perform better across most ques-
tion types except for object questions (due to not
having access to the gold standard category label
for the target).

The impact of answers has previously been noted
for the VisDial task (Das et al., 2017). Guo et al.
(2019) show that a visual dialog model with integra-
tion of better answers achieves better performance
in the Visual Dialog Challenge 2018. We show the
impact the answer has for the GuessWhat?! task.

3 GuessWhat?! task and Models

In the GuessWhat?! game there are two roles: the
Questioner, that makes questions and guesses the
target object at the end of the dialog, and the Oracle
that answers those questions. At the beginning of
a game, the oracle is assigned an target object in
the image and the questioner has to pose yes/no
questions in order to identify the target. An usual
computational modeling for each player divides the
Questioner role into two components: the Question
Generator and the Guesser. In our experiments we
make use of a guesser model and oracle models.

For the Oracle models we used the baseline
model (de Vries et al., 2017) as well as the
LXMERT based model (Testoni et al., 2020).

The baseline models (Figure 2a) use a set of
features passed through a multilayer perceptron
(MLP). We consider a subset of the features ac-
cording to previous work (de Vries et al., 2017):
The question (Q), the spatial information of the
target (Sp), the target object’s category extracted
from the MSCOCO (Ca) and the visual features of
crop of the target (Cr), extracted with a ResNet152
(He et al., 2016).

The LXMERT based model (Figure 2b) receives
the question, the visual features of 36 regions of the
image (the same as in (Anderson et al., 2018)) and
the crop of the target inserted in the 36th position
of the regions. Notice that this model has no access
to the category’s label for the target object.

We use the Guesser model (Figure 3) proposed
by Shekhar et al. (2019). This guesser model adds
an encoding of both vision (the image) and lan-
guage modalities (the full history). A single MLP
processes each object’s spatial information and cat-
egory and outputs a score for each object. These
concatenated scores combined with the vision and
language encoding output the probability of each
object being the target used to make the final guess.
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(a) Baseline oracle model (de Vries et al., 2017) (b) LXMERT based oracle model (Testoni et al., 2020)

Figure 2: Oracle models.

Figure 3: Guesser model (Shekhar et al., 2019).

4 Experiments

In this section we show the results of our experi-
ments. Our experiments were performed using a
single 1080ti GPU. We retrained all of our models
following the procedure stated in their respective
paper using the publicly available source code.

For our experiments we take the human dialogs
from the test set of GuessWhat?!. We keep the hu-
man posed questions but change the answers with
the ones given by the different oracle models we
employed. We stick to the successful games in
the test set, as failed and incomplete games tend
to contain malformed questions, misunderstand-
ings or are not finished and, thus, guessing is not
possible with the information available.

We measure the task success of the guesser at
guessing the target object in these resulting dialogs.
In Table 1 we see the tasks success for the guesser
in each setup. We see that the Q+Sp+Ca answers

Answers from Guesser Task Success
Q+Sp 46.9

Q+Sp+Cr 52.7
Q+Sp+Ca 59.4
LXMERT 59.7

Human 62.2

Table 1: Task success of the Guesser model in human
generated questions from the GuessWhat?! test set
with answers from different Oracles.

have a strong performance, just points below the
more complex model based on LXMERT. To test
the impact of the target category (Ca) we discard
it (Q+Sp) or change it for the crop of the target
(Q+Sp+Cr). Our hypothesis was that the category
was playing a heavy role on the performance of the
oracle models. The first and second row of Table
1 show that leaving the category out reduces up
to 13 points of task success on the guesser. Re-
placing the category with the crop improves the
performance adding information about the target
but still is almost 7 points below the Q+Sp+Ca
baseline.

The LXMERT model, despite not having the
gold stardard labels for the categories achieves a
similar and even higher performance when paired
with the guesser model. This shows that the
LXMERT oracle can be used in settings with no
annotation for the objects categories.

In Figure 4 we see an example of a dialog and the
answers given by different oracles. In this example,
models other than LXMERT miss at least one an-
swers and fail at guessing. This shows that missing
a single answer can end up in failure at guessing
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Question Human Q+Sp Q+Sp+Cr Q+Sp+Ca LXMERT

1. is it a ship? yes yes no yes yes
2. is it white? yes no no yes yes
3. is it under the plane slightly left? yes yes no no yes
Status Success Failure Failure Failure Success

Figure 4: Example different answers for the same human dialog given by the different Oracles. Human corre-
sponds to the human answers given in the corpus. In this example, the guesser model correctly guesses the target
for the human and LXMERT oracles, while the game resulted in failure for the rest of the Oracle models.

the target object, as seen for the Q+Sp+Ca and
Q+Sp oracles.

Oracle IAns Avg IAns/failure
Q+Sp 31.73% 2.08

Q+Sp+Cr 25.60% 1.78
Q+Sp+Ca 22.03% 1.66
LXMERT 16.05% 1.27

Table 2: Percentage of incorrect answers (IAns) with
respect ot the human answers and Average number of
incorrect answers per failed game in the test set of the
GuessWhat?! for the different oracle models evaluated.

Following this we compute the percentage of in-
correct answers (IAns) and the average amount of
them per failed game (Avg IAns/failure) for each
model. In Table 2 we see the result of this analysis.
There is a negative correlation (−0.93 Pearson’s R)
between task success and IAns as well as for Avg
IAns/failure (−0.87 Pearson’s R).This suggest that
future evaluated models should take into account
the oracle’s performance when it comes to game-
play between agents. The oracle could be hindering
the real potential of questioner and guesser models

as they would learn to either exploit the oracle’s
annotation or risk failure.

5 Conclusions

In this paper we described work in progress on
studying the impact of having access to better an-
swers in GuessWhat?!. Dialogs with better answer
quality had a higher task success when sent to an
automatic guesser. The task success when using the
widely used Q+Sp+Ca and the LXMERT oracles
are comparable although LXMERT does not re-
quire the object manual annotations. Task success
drops when the gold standard category label for the
target is not a feature. This suggest that the MLP
oracles rely strongly on the manual annotations.

The next step will be to investigate the impact of
the answer quality on the quality of the generated
questions. In order to do so we will perform a simi-
lar analysis for the different questioner and guesser
models proposed in the literature. We hypothesize
that this could lead the question generation policies
to have richer linguistic capabilities and to learn
better strategies for identifying the target object.
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