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Abstract

While abstractive summarization in certain
languages, like English, has already reached
fairly good results due to the availability of
trend-setting resources, like the CNN/Daily
Mail dataset, and considerable progress in
generative neural models, progress in abstrac-
tive summarization for Arabic, the fifth most-
spoken language globally, is still in baby shoes.
While some resources for extractive summa-
rization have been available for some time,
in this paper, we present the first corpus of
human-written abstractive news summaries in
Arabic, hoping to lay the foundation of this
line of research for this important language.
The dataset consists of more than 21 thousand
items. We used this dataset to train a set of neu-
ral abstractive summarization systems for Ara-
bic by fine-tuning pre-trained language mod-
els such as multilingual BERT, AraBERT, and
multilingual BART-50. As the Arabic dataset
is much smaller than e.g. the CNN/Daily
Mail dataset, we also applied cross-lingual
knowledge transfer to significantly improve
the performance of our baseline systems. The
setups included two M-BERT-based summa-
rization models originally trained for Hungar-
ian/English and a similar system based on M-
BART-50 originally trained for Russian that
were further fine-tuned for Arabic. Evalua-
tion of the models was performed in terms
of ROUGE, and a manual evaluation of flu-
ency and adequacy of the models was also per-
formed.

1 Introduction

When we talk about text summarization that prac-
tically means that using certain algorithms, we
teach a machine to subtract information from an
extensive text and provide a significantly shorter
overview of it. And just like in the case of human
beings, like a number of cases in our own school
experiences, there are two ways of doing that.

The first way is called extractive summarization
(Nallapati et al., 2016; Zhang et al., 2018; Narayan
et al., 2018). In this method the idea is to practi-
cally highlight, take out certain keywords, phrases,
or sentences from the text and put them together.
Therefore, the result, the summary will use the
exact same words, terms, and sentences as the orig-
inal, and almost certainly even in the same order. It
is practically the same method, when we humans
glance through a massive text, like a thick script,
or a book in just a few minutes. The machine
would, just like our mind, focus on the first few
words, paragraph, or page, then pick up the most
commonly occurring words, and extract complete
sentences with them, without changing anything in
the sentence.

The second way is abstractive summarization
(See et al., 2017; Paulus et al., 2017; Rush et al.,
2015). Once again, this is not something new for
our brain. Like in so many of our school studies,
when a certain assignment was given to us and then
later asked about in school, we probably did not
use the same words and phrases of the original
reading material, but we had a general idea about it,
which we explained in our own plain words. And
since our limited capability to remember and the
inherent tendency for laziness, our summary was
usually short, only an essence reflecting the orig-
inal passage. Quintessentially that is abstractive
summarization. Creative reconstruction of a textual
message built on its comprehension.

We chose to focus on the Arabic language be-
cause it presents us challenges, which once sur-
passed can open up new fields of research.

Arabic has many features. One of the advantages
of the Arabic language is that besides its huge va-
riety of dialects and spoken versions - which is a
naturally occurring phenomenon - its formal writ-
ten version (Fusha), a practically dead language, is
highly standardized and lacks major regional vari-
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ety. But it still has a massive amount of primary
users - native Arabic speakers - and text providers,
also a big amount of secondary users, meaning peo-
ple who are not native speakers themselves but in
their engagements with Arab people, or organiza-
tions create new texts. This sort of lingual stability
is rare among ”big languages”. So that would be
the good side that we have a fairly standard mas-
sive corpus with minimal presence of dialectical
variables complicating the learning process. On
the other hand, Arabic is a language in which short
vowels are not written. Though possible, usually
not even marked in texts, therefore it is required
for the reader to have extensive knowledge of the
language, otherwise, the reader would not com-
prehend the message of the letters, even if he/she
knows them.

For better comprehension let us see an example.
In English, a given word, like ”wish” is always
written and read the same way. It might be under-
stood as a verb, or an identically written noun, so
there is a number of variables we can attach to the
word but given the surrounding text that is easy
to process. With some words, like ”read”, which
can be either past or present, and the application
of idioms, this number of variables grows, but not
significantly. And the number of words present-
ing such a feature is also fairly limited, as these
are rather highlightable exceptions than rules. In
Arabic, however, a three-letter word k-t-b, can au-
tomatically present 3 distinct forms, namely ”he
wrote”, ”it was written” and ”books”. With min-
imal alteration, the number of possible solutions
goes up to 20, or so, and that is a base rule with very
few exceptions. And here we are still not talking
about an agglutinative language, like Hungarian
and Turkish, where the suffixes with a big number
of variables, but cutting them the core stays fairly
the same. With Arabic, we face a massive amount
of inherent variables, all to be taken into consid-
eration upon processing. The problem, however,
presents an opportunity, as we can exploit this phe-
nomenon to achieve bigger coherence in the text
digestion.

Arabic also has another advantage, both scientif-
ically and in the sense of application. It is one of
the only 6 U.N. official languages, along with En-
glish, French, Spanish, Russian, and Chinese. That
means that we have a massive resource of scientific
and checked texts, beyond the usual quantity, upon
which can be built, and which can be a potential test

ground for further development. Meaning that we
not only have a large quantity of informal, or semi-
formal text between native speakers, but we also
have a huge reviewed linguistically double-checked
text. Given it is a U.N. language, massive amount
of texts, which otherwise would have necessarily
not concerned the Arab world, are translated into it
and linguistically checked by professionals. With
the inclusion of the political and economic value of
the region, and the amount of politically sensitive
and important material to be assessed, the value
of a text summarization tool for Arabic cannot be
overstated.

The main contributions presented in this paper
include a) presenting the first corpus for abstrac-
tive Arabic text summarization, b) several neural
models to perform abstractive news summarization
for Arabic, and c) evaluation of the performance of
these models. In addition to leveraging linguistic
knowledge embodied in pretrained neural language
models (using multilingual BERT, a transformer
encoder trained on 104 Wikipedia languages includ-
ing Arabic, and AraBERT, a monolingual BERT
model trained specifically for Arabic), we also ap-
ply cross-lingual transfer to improve our results.
We use summarization models based on multilin-
gual neural language models (multilingual BERT
and multilingual BART-50, a pre-trained sequence-
to-sequence model for 50 languages including Ara-
bic) that were originally fine-tuned to do summa-
rization in another language, and further fine-tune
them for the Arabic summarization task. We thus
also leverage the knowledge of the original models
concerning the summarization task they learned
from resources in other languages.

The rest of the paper is structured as follows.
Section 2 presents related work published on Ara-
bic summarization. Section 3 describes the method-
ology and the experiments that we have done. Sec-
tion 4 describes the results of automatic and manual
evaluation. The last section concludes the paper.

2 Related Work

The work for Arabic summarization is limited.
Most existing systems use the extractive approach.
Lakhas (Douzidia and Lapalme, 2004) is consid-
ered the first extractive Arabic summarization sys-
tem that was evaluated and compared with systems
processing English input. The system produces
a 10-word summary and translates it to English
and then it is evaluated using the ROUGE measure
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(Lin, 2004). Another Arabic text summarization
approach based on fuzzy logic was proposed by
Qassem et al. (2019). This model is based on a
new noun extraction method and fuzzy logic. Yet
another Arabic text summarization tool, SumSAT,
(Lakhdar and Chéragui, 2019) adopts an extractive
approach using a hybrid of three techniques: a) con-
textual exploration which allows access to the se-
mantic content of a text, without the need for deep
syntactic analysis; b) identification of indicative
expressions offering the possibility of generating a
summary in a general topic or a specific domain by
selecting sentences that contain specific indicators,
and c) the graph method which generates the sum-
mary by selecting the most representative phrases
of the source text.

The evaluation process differs between these sys-
tems, as well as the datasets used for evaluation.
Lakhas (the first extractive Arabic summarization
system) was evaluated cross-lingually. It generates
a summary, translates it to English, and then it eval-
uates the English summary using the ROUGE-N
measure. For that aim 240 documents and their
corresponding summaries were produced and used
as a dataset. In the case of the SumSAT tool, per-
formance was evaluated in terms of precision and
recall of the discursive annotation generated by
SumSAT and manual reference annotations (i.e. it
was not summaries per se that were evaluated). For
the evaluation, they constructed a dataset composed
of 25 documents and their corresponding annota-
tion. In contrast with the above, (Al Qassem et al.,
2019) evaluated the summaries using ROUGE-N
(N=1 and 2) metric and evaluated the summarizer
using the Essex Arabic Summaries Corpus (EASC)
(El-Haj et al., 2010), which contains 153 Arabic
articles and 765 human-generated extractive sum-
maries of those articles created using Mechanical
Turk.

An RST-based1 automatic summarization tech-
nique for Arabic texts was presented by (Maaloul
et al., 2010) which was implemented through the
ARSTRemue system. They created a corpus of
Arabic texts from a newspaper website, and they
claimed that the ARSTResume evaluation showed
encouraging results based on 50 texts.

Some recently published work also aims to ad-
dress abstractive Arabic text summarization. Azmi
and Altmami (2018) proposed a four-phase ab-
stractive summarizer for Arabic where the core

1Rhetorical Structure Theory

of the system is an extractive summarizer. The four
phases are topic segmentation, headline generation,
extractive summarization, and sentence reduction.
For evaluation, they conducted two experiments.
The first is to evaluate the extractive summarizer.
For that they used 32 sample documents from two
popular Saudi newspapers. The second is to evalu-
ate the abstractive summarizer. For that they used
150 documents from six different Arabic newspa-
pers. In addition, two linguist experts judged the
quality of the abstractive summaries.

Another system (Al-Maleh and Desouki, 2020)
was trained to generate headlines based on the first
paragraph of Arabic articles, a task that can be clas-
sified as a kind of abstractive summarization. The
authors used a sequence-to-sequence model imple-
menting the pointer-generator approach including
a copy mechanism as presented in See et al. (2017).
For training and evaluation, they crawled an Arabic
data-set consisting of approximately 300 thousand
article headline : introductory paragraph pairs.

An attempt at abstractive Arabic text summa-
rization proper was presented in (Elmadani et al.,
2020) applying multilingual-BERT-based (Devlin
et al., 2019) models for both abstractive and ex-
tractive summarization using the models presented
in (Liu and Lapata, 2019) trained and tested on
the KALIMAT dataset (El-Haj and Koulali, 2013).
A shortcoming of the research is, however, that
the 20,291 article summaries in KALIMAT are
machine-generated summaries output by the ex-
tractive Gen-Summ (=AQBTSS) algorithm (El-Haj
et al., 2010). The train/test sets are thus neither
human generated nor abstractive. Both studies eval-
uated the summaries using the ROUGE metric (Lin,
2004) .

3 Methodology

This paper reflects on a specific approach of abstrac-
tive text summarization applied to Arabic. In terms
of model architecture, we focus on approaches
based on now-ubiquitous large-scale pre-trained
language models (LM), such as BERT (Devlin
et al., 2019) and BART (Lewis et al., 2020), which
obtained new state-of-the-art results in diverse nat-
ural language processing tasks, including text sum-
marization. An important feature of BERT and
BART is that both of them have a multilingual
model available, M-BERT (Devlin et al., 2019) and
M-BART-50 (Tang et al., 2020) that include Arabic
among the languages supported. In addition, we
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need a big enough training and evaluation dataset
consisting of Arabic texts and their abstractive sum-
maries. So, the first step we took was to compile a
reliable Arabic abstractive news summary corpus.

3.1 Data Collection

While we could mention two recent papers at-
tempting at something that could be categorized
as abstractive summarization in Section 2, one of
them dealt with headline generation instead of sum-
marization proper, and the other used a machine-
generated extractive summaries dataset for training
and evaluation. The main bottleneck hindering
progress in Arabic abstractive summarization is
thus the lack of a sizable dataset. We first needed
to overcome this problem. We needed to build an
Arabic abstractive summarization corpus. A great
source of such a resource could be the press, like
in the case of the trend-setting CNN/Daily Mail
dataset (See et al., 2017), as many news articles
have a lead, a brief overview of the content spread
out in the article, with details only supporting, but
not altering the original message. The only prob-
lem is that news articles with reliable abstractive
leads are difficult to find. It is quite often the case
that the lead is just a copy of the first paragraph or
contains clickbait content rather than containing a
good abstractive summary.

Spending considerable effort on evaluating a
wide range of sites from the Arabic versions of
CNN, BBC, France 24, DW, Sky News to the most
popular fully Arabic sites like al-Mayadeen, al-
Ālam, al-Ahrām, al-Akhbar, and Sada-elbalad, we
identified two Arabic news resources that could be
the basis of a good Arabic abstractive news sum-
maries dataset: the Arabic version of the Deutsche
Welle (DW) news website2, which seems to be the
one containing the best abstractive summaries and
the Files section of Sada-elbalad. The latter re-
source from Sada-elbalad later turned out to contain
many problematic items containing several diverse
topics only some of which were mentioned in the
summary, we thus dropped this resource.

We downloaded Arabic Deutsche Welle re-
sources from Common Crawl3. We only kept ar-
ticles from the “Main/Top Stories” section, and
filtered out all articles where either the main arti-
cle text or the lead was too short or missing and
items where the text is shorter than 4 times the

2https://www.dw.com/ar
3https://commoncrawl.org/

length of the lead. The dataset that we used in the
experiments consists of 21508 articles and their
corresponding leads.

We performed data processing steps on the raw
material (the collected articles) to be ready for sub-
sequent processing. Data processing means a num-
ber of steps that naturally all differ significantly
from one NLP task to another. While that is a
sensitive process on its own, we also face another
difficultly making it somewhat challenging to rely
on the experiences of the already developed model.
That is the peculiar nature of each language and
that not much similar work has been done on Ara-
bic, which has its own difficulties both as language
and script.

We use Python since it is capable to handle the
Arabic language. We also use NLTK platform since
it is an appropriate tool for Arabic NLP and can be
used for preprocessing text for text summarization
task with Arabic. Based on our corpora we needed
to perform text tokenization. Table1 displays the
main characteristics of the corpora.

3.2 Experiments

The aim of the main task of our work is practi-
cally to fine-tune pre-trained language models for
our task which is abstractive Arabic text summa-
rization. For this aim, we fine-tuned multilingual
BERT (having Arabic among the languages cov-
ered) for abstractive Arabic text summarization
using our own corpus.

We also fine-tuned AraBERT (Antoun et al.,
2020) for abstractive Arabic text summarization
using the same corpus. AraBERT is the result of
pre-training a BERT model specifically for the Ara-
bic language.

In addition, we propose a cross-lingual-transfer-
based approach to improve our results. Using pre-
trained multilingual BERT, we fine-tuned multilin-
gual BERT for abstractive Hungarian text summa-
rization using the HVG4 corpus (Yang et al., 2021)
where the articles and corresponding leads were
taken from a daily online newspaper. We further
fine-tuned this model for abstractive Arabic text
summarization using our own corpus.

We followed the same approach using English
training data instead of Hungarian. We used the
CNN/DailyMail summaries corpus containing over
300k unique news articles to first train an En-
glish summarization system fine-tuning multilin-

4https://hvg.hu/

https://www.dw.com/ar
https://commoncrawl.org/
https://hvg.hu/
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Articles Leads

segments 21,508

train 19,807

test 1,701

token # 6,929,974 2,867,754

type # 290,138 178,614

avg sent # 14.420 1.469

avg sent # (median) 13 2

avg token # 412.052 35.131

avg token # (median) 279 37

avg token #
(mBERT)

848.821 73.559

avg token #
(mBERT, median)

573 79

avg token #
(araBERT)

481.219 39.631

avg token #
(araBERT, median)

326 42

avg token #
(mBART)

664.582 57.549

avg token #
(mBART, median)

448 62

Table 1: Main characteristics of the corpus

gual BERT. Then we further fine-tuned this model
for Arabic on our corpus.

We also fine-tuned the multilingual BART-50
model, which supports 50 languages including Ara-
bic, using our own corpus. Following the approach
mentioned above, we used a model fine-tuned from
M-BART-50 for abstractive Russian text summa-
rization using the Gazeta corpus (Gusev, 2020).
We further fine-tuned this model for abstractive
Arabic text summarization using our own corpus.
Table 2 displays the ROUGE results of Hungar-
ian and English m-BERT fine-tuning, and Russian
m-BART-50 fine-tuning.

4 Results

Measuring the performance of a summarization
system can be done through either automatic or
manual evaluation. We evaluated our experiments
using the ROUGE automatic metric and compared
them to other abstractive Arabic summarization

Model ROUGE-1 ROUGE-2 ROUGE-L

mBERT Hun 47.02 19.72 39.29
mBERT Eng 60.32 25.79 56.91
mBART Rus 32.1 14.2 25.7

Table 2: ROUGE recall results of Hungarian m-BERT,
English m-BERT, and Russian m-BART fine-tuning

results. We also evaluated our results manually
since the reliability of automatic metrics is often
perceived as insufficient.

4.1 Automatic Evaluation

Automatic evaluation metrics are the most widely
used tools in the overwhelming majority of the
research papers on the subject of summarization.
We have evaluated our experiments using ROUGE
(Lin, 2004). ROUGE-1 and ROUGE-2 measure
overlap of word uni-grams and bi-grams respec-
tively. ROUGE-L measures overlap of the longest
common sub-sequence between two texts. When
comparing the performance of the models that we
trained using our relatively small Arabic corpus,
we found that using an abstractive summarization
model based on multilingual BERT already fine-
tuned for English on the CNN/DailyMail dataset as
a starting point to train an Arabic summarization
model leads to huge improvements in performance,
as shown in Table 3.

Model ROUGE-1 ROUGE-2 ROUGE-L

AraBERT 6.121 0.117 6.121
mBERT 5.134 0.186 5.134
mBERT+HUN 6.466 0.261 6.462
mBERT+ENG 16.363 2.524 16.363

mBART-50 6.817 0.382 6.809
mBART-50-rus 7.116 0.499 7.045

Table 3: ROUGE recall results of abstractive summa-
rization

Automatic metrics are widely used to determine
where a new system may rank against existing
state-of-the-art systems. We thus compared our
work with the latest Arabic research on abstractive
text summarization, TRANS.ABS (Elmadani et al.,
2020), the only one available, as shown in Table 4.

Note that although there is a significant dif-
ference between the measured performance, the
numbers cannot be directly compared, because
performance was measured on different test sets.
Moreover, as it was mentioned in Section 2,
TRANS.ABS was evaluated on KALIMAT, in
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Model ROUGE-1 ROUGE-2 ROUGE-L

TRANS.ABS∗ 6.93 1.78 6.88
mBERT+ENG 12.61 2.11 12.61

Table 4: Comparison of ROUGE F1 scores between
existing abstractive Arabic summarization models. Re-
sult with ∗ mark is taken from the corresponding paper.

which summaries are neither human-generated nor
abstractive, so that corpus is not in fact suitable
for the evaluation of abstractive summarization sys-
tems.

4.2 Manual Evaluation

In spite of the recent rapid progress in the develop-
ment of summarization models, standard automatic
evaluation metrics have not developed for nearly
20 years. In our experiments, ROUGE scores deter-
mine that our proposed method ranked significantly
better than the existing systems, but the ROUGE
scores did not reflect the real quality of the sum-
maries generated. For the sake of a more accurate
assessment, we decided to conduct a human evalu-
ation. We manually evaluated the summaries gen-
erated by the different models. In order to achieve
this, we created a web-based evaluation platform
containing 100 random samples. For each of the
100 sample articles, the platform displays the fol-
lowing:

• Article text: the article text.

• Lead: the article corresponding lead.

• mBART-50: results generated from fine-
tuning M-BART-50 with our corpus.

• mBART-50-ru-gazeta: results generated from
fine-tuning the already fine-tuned M-BART-
50 for Russian to Arabic.

• BERT multilingual cased trained from English
model: results generated from fine-tuning the
already fine-tuned M-BERT for English to
Arabic.

• BERT multilingual cased trained from Hun-
garian model: results generated from fine-
tuning the already fine-tuned M-BERT for
Hungarian to Arabic.

• AraBERT: result generated from fine-tuning
AraBERT with our corpus.

• BERT multilingual cased: result generated
from fine-tuning multilingual BERT with our
corpus.

The evaluation process was done by 3 human an-
notators, who are from different backgrounds and
have different views. One (S) is from Syria, which
is a Levant country, and Arabic is the annotator’s
mother tongue. The second (M) is from Morocco
(Northwest Africa), where another dialect is used,
and we can’t say that Arabic is their spoken mother
tongue. The third (H) is from Hungary, who is not
a native speaker, but a professional translator. This
variety of annotators, who all have different points
of view and different approaches to the Arabic lan-
guage, raises the evaluation standard and ensures
more reliable results. Though the two native speak-
ers are both proficient in Fusha, the minor regional
stylistic differences and the difference in whether
they rely on it as a primary or secondary language,
give a different angle of evaluation. The Hungarian
annotator, on the other hand, gives an outer, more
”neutral” look to the annotation.

We conducted manual evaluation in two steps.
The first step is ”Ranking”, we asked the annotators
to evaluate the output of the models and assign
marks to each summary from 1 to 6 as shown in
Table 5.

Ranking

1 : BEST
2 : Very good
3 : Good
4 : Acceptable
5: Poor
6: Very poor

Table 5: Ranking scores for manual evaluation.

Given the results of the first step of evaluation,
we chose the best model and asked the annotators
for the second step of evaluation which is giving
quality scores, in the range 1 to 5, concerning ad-
equacy (to what extent the output covers most rel-
evant information in the text) and fluency (Table
6).

The ranking results showed that the AraBERT
model is the weakest model, while the model based
on multilingual BERT first trained for English
summarization and then fine-tuned for Arabic (m-
BERT English) is the best-performing model.

The manual evaluation showed that the six mod-
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Adequacy Fluency

1 : none 1: incomprehensible
2 : little meaning 2: dis-fluent Arabic
3 : much meaning 3: non-native Arabic
4 : most meaning 4: good Arabic
5 : all meaning 5: flawless Arabic

Table 6: Adequacy and Fluency scores for manual eval-
uation.

els differ considerably, though in several areas they
are difficult to compare. Output from the m-BERT
English model usually comes very close to the orig-
inal lead. Clarity and language proficiency is rarely
a problem.

The m-BERT-based model first fine-tuned for
Hungarian (m-BERT Hungarian) also generates
good summaries, but usually in a very different
way. The wording, structural order, and grammat-
ical tools have a tendency to differ, but in most
cases, the meaning does not change. It is usual
for this model to generate somewhat (about 10%)
longer summaries, but added content is usually
explanatory rather than just simple text addition.
In other words, these additions give depth to the
summary and structural coherence. However, com-
parison is difficult due to the significantly differ-
ent expressions used. In other words, while the
English-trained BERT model almost recreates the
original lead, the Hungarian-trained one formulates
the content in a different way.

Summaries generated by the model simply fine-
tuned from multilingual BERT without pre-training
on summaries in another language correlate with
those generated by the the English-trained model,
but they contain significantly more grammatical
and contextual errors. Sometimes the message is
just the opposite of that of the original article, some-
times the syntax falls apart. Yet there is a good
number of promising summaries. It seems like a
promising model still in development. It seems
unfinished.

The AraBert-based model is by far the weakest.
It is clearly insufficient for practical usage. This
model has a notorious tendency of distorting or
reversing the meaning of the text, coming up with
disturbingly wrong interpretations. There is a very
high number of huge, sometimes hilarious gram-
matical mistakes not present in the output of any
other model. Most problematic, however, is that
this model generates by far the longest summaries.
Often the size is double of that the original lead or

the output of the first model, yet this lengthy text
does not add anything relevant to the summary. It
simply bloats the summary, but does not add con-
tent. It seems like randomly selected and poorly
sewn together sentences from the original text itself,
but with great alterations of the meaning.

The models based on multilingual BART-50 and
the m-BART-50-based model first fine-tuned for
Russian have almost equally good results to the m-
BERT English model, with remarkable text quality
and fluency.

There seems to be little chance for improvement
for the AraBert-based model, unlike the others,
which are very promising. For some of the sum-
maries it cannot be determined whether they were
written by a human editor or are machine-generated.
See Figure 1,2. Table 7 shows the Kappa(Cohen,
1960) values of inter-annotator agreement. We used
4 metrics to measure the inter-annotator agreement:
Fleiss’s Kappa (Fleiss), Krippendorff’s alpha coef-
ficient (Krippen), Scott’s pi (Scott), Average Pair-
wise Cohen’s Kappa (Cohen). The values of the
inter-annotator agreement for the m-BERT English
model are substantial.

Figure 1: Ranking results

Figure 2: M-BERT English Adequacy and Fluency
manual evaluation results

5 Conclusion

In this paper, we introduced the first corpus for
abstractive Arabic text summarization, which we
compiled with our own effort. Based on this corpus,
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Ranking AD FL
mBERT-E mBERT-H mBERT AraBERT mBART mBART-R mBERT-Eng

Fleiss 0.613 0.285 0.312 0.310 -0.016 -0.009 0.228 0.175
Krippen 0.613 0.273 0.301 0.303 -0.015 -0.043 0.229 0.177
Scott 0.612 0.273 0.298 0.304 -0.019 -0.047 0.226 0.174
Cohen 0.613 0.298 0.317 0.308 -0.016 -0.005 0.232 0.174

Table 7: Evaluation of inter-annotator agreement

we fine-tuned multilingual-BERT and multilingual-
BART-based models for Arabic abstractive sum-
marization. We also proposed a cross-lingual-
knowledge-transfer-based approach. We applied
this approach to improve summarization quality,
further fine-tuning models first fine-tuned from
multilingual BERT for Hungarian or English sum-
marization to generate Arabic summaries, and ap-
plying the same training scenario to Russian using
an M-BART-50-based model. The results of the
ROUGE metric and manual evaluation showed that
the proposed approach led to significant improve-
ments in performance and achieved state-of-the-art
results. In the future, we would like to extend our
corpus and perform experiments with other models
such as the PEGASUS model.
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