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Abstract

Recent research in opinion mining proposed
word embedding-based topic modeling meth-
ods that provide superior coherence compared
to traditional topic modeling. In this paper, we
demonstrate how these methods can be used to
display correlated topic models on social me-
dia texts using SocialVisTUM, our proposed
interactive visualization toolkit. It displays a
graph with topics as nodes and their correla-
tions as edges. Further details are displayed in-
teractively to support the exploration of large
text collections, e.g., representative words and
sentences of topics, topic and sentiment distri-
butions, hierarchical topic clustering, and cus-
tomizable, predefined topic labels. The toolkit
optimizes automatically on custom data for op-
timal coherence. We show a working instance
of the toolkit on data crawled from English so-
cial media discussions about organic food con-
sumption. The visualization confirms findings
of a qualitative consumer research study. So-
cialVisTUM and its training procedures are ac-
cessible online!.

1 Introduction

Web sources, such as social networks, internet fo-
rums, and customer reviews from online shops, pro-
vide large amounts of unstructured text data. Along
with the steady development of new platforms and
the increasing number of internet users, the interest
in methods that automatically extract the expressed
opinions along with the corresponding topics and
sentiments in text data has increased in recent years.
Scholars and organizations from different fields can
utilize such methods to identify patterns and gener-
ate new insights. Examples are opinion researchers
investigating current opinions on political and so-
cietal issues, consumer researchers interested in

'https://github.com/ghagerer/
SocialVisTum

475

eating_emotions (3240)

retailers (8344)
017

012

.pestu:ldes (8486)0116 faming (2066)
arming

0:27

.:rgamCJ)mductlun_slandards (14692)

011
MO (18246)

0.46

0.33

food_products (8093) A3

0:1
organic_food (4895)

Figure 1: SocialVisTUM applied to our use case or-
ganic food - The topics, their occurrence (in brackets)
and respective correlations.

consumers’ beliefs about the consumption and pro-
duction of goods (Danner et al., 2020), and market-
ing managers curious about the public perception
of their products and services (Berger et al., 2020;
Murphy et al., 2014). (Kirchhoff, 2019)

These domain-specific use cases are of interest
for research disciplines which taken by itself are
not directly related to natural language processing
(NLP). Consequentially, there is a constant need
to provide state-of-the-art NLP methods such that
domain researchers from other fields can take ad-
vantage of them. The requirements therefore are
simple usage, automatic hyperparameter optimiza-
tion, minimal effort for manual labeling of text
data, and built-in visualizations to give an abstract
overview of the discussed topics and their relation
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with each other.

While these practical requirements are impor-
tant for domain experts, modern opinion mining
approaches target specific machine learning objec-
tives. Recently, there is a trend towards unsuper-
vised neural methods for opinion target detection.
Attention-based aspect extraction (ABAE) enables
clustering of short review texts with significantly
higher coherence as traditional LDA-based topic
modeling, and it gives 70% F1 score for classifica-
tion (He et al., 2017). This is improved recently
(Karamanolakis et al., 2019; Angelidis and Lapata,
2018; Luo et al., 2019), which underlines the recent
impact and potential of related techniques.

However, these have not been utilized for visual-
izations based on correlated topic modeling (Blei
and Lafferty, 2006), where all pairs of topics "are’
analyzed to determine if two topics generally tend
to occur in the same texts of a given dataset. Thus,
the similarity between topics can be defined. This is
successfully used to connect topics (nodes) among
each other based on their correlations (edges) lead-
ing to more abstract and more meaningful meta top-
ics (graph-clusters) which additionally improves
topic coherence. Consequentially, these meta top-
ics, e.g., company-related events or research sub-
disciplines (Liu et al., 2014; Maiya and Rolfe,
2014), can be successfully identified by graph-
based visualization techniques. However, there
is a lack of related prototypes on texts discussing
consumption related issues in product reviews or
social media. To the best of our knowledge, there
is also no related integration of sentiment analysis
into a system available for potential end users, i.e.,
domain experts. As according text data from cus-
tomers is available on a large scale in social media,
this can be considered as a shortcoming in the field.

B

To address all denoted issues, we propose the
SocialVisTUM toolkit, a new visualization and la-
beling tool to give users a comprehensible overview
of the topics discussed in social media texts. It in-
tegrates a neural method for unsupervised sentence
and comment clustering based on word vectors
and attention. We denote the respective clusters as
topics hereafter. In addition, we provide a graph-
based visualization showing the topics as labeled
nodes and the correlation between them as edges.
A force-directed graph layout maintains readability
even while many relevant topics and topic relations
are displayed. (Kirchhoff, 2019)

In our interactive graphical user interface, the
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number of topics displayed and the correlation
threshold required to display a connection between
two topics can be dynamically adjusted. Further,
contextual topic information is provided, such as
the number of respective topic occurrences in the
social media texts as node diameter, the correla-
tion between the topic occurrences as edge width,
example sentences from the data for each topic,
a list of representative words for each topic, and
the regarding sentiment distribution of a topic. It
is a common practice to represent topics merely
by word lists (Blei et al., 2003; Chen et al., 2014),
which tend to be insufficient to comprehensively
express a topic on our given dataset. (Kirchhoff,
2019)

To avoid manual labeling and to give users an
immediate impression of each topic, topic labels
are generated automatically based on a custom al-
gorithm utilizing the most common WordNet hy-
pernym in a topic’s top words. Furthermore, we
find that topic hypernym statistics can serve as a
metric for automatic hyperparameter optimization,
which in our case gives practical advantages over
widely used coherence scoring metrics.

In addition to a more detailed description of our
Social VisTUM toolkit, we show the results of a
case study based on social media texts from online
commenters debating about organic food consump-
tion. We demonstrate that the correlated topics give
a meaningful graph representation of the social me-
dia discussions supporting the understanding of the
concerns of consumers. In this regard, we also
show how the combined illustration of different
types of relevant topic and sentiment information
and automatic labeling of clusters are a contribu-
tion.

2 Related Work

Correlated topic models were introduced 2006
(Blei and Lafferty, 2006; Li and McCallum, 2006)
to improve topic coherence and to provide graph vi-
sualizations based on topics as nodes and their cor-
relations as edges. This shows potential to improve
text mining for the end user as “powerful means of
exploring, characterizing, and summarizing large
collections of unstructured text documents” (Maiya
and Rolfe, 2014). Meta topics, such as research
domains and their inter-disciplinary overlaps, can
thus be described clearly, automatically, and empir-
ically (Blei and Lafferty, 2007).

These correlated topic models are applied for



more sophisticated visualization approaches. Top-
icPanorama models technology-related topics from
various text corpora, including newspaper articles,
blogs, and tweets (Liu et al., 2014). Here, the
domain expert is given the option to interactively
modify the matching result of the labeled topic
graph. Another topic visualization called fopic sim-
ilarity networks is particularly addressing the visu-
alization of large document sets (Maiya and Rolfe,
2014). While claiming good scalability regarding
the number of documents, beneficial methods to
achieve automatic topic labeling are successfully
quantified. TopicAtlas provides a graphical user
interface to explore text networks, such as hyper-
linked webpages and academic citation networks.
For manual mining purposes, topic models are gen-
erated and related to one another to facilitate man-
ual navigation and finding of relevant documents
(He et al., 2016). These examples show a steady,
meaningful, and promising development regard-
ing the visualization of correlated topic modeling,
partially also applied to social media texts such
as micro-blogs. However, these examples do not
include sentiment analysis as means to conduct
market research and quantify customer satisfaction
in specific and not yet explored market domains.
Furthermore, the widely used latent Dirichlet allo-
cation (LDA) technique tends to be incoherent on
short texts, such as, product reviews or social media
comments, and thus insufficient to detect opinion
targets in an unsupervised manner (He et al., 2017).

Automatic topic coherence optimization can be
seen as desireable for a topic modeling visualiza-
tion toolkit such as SocialVisTUM, which tries
to minimize manual optimization efforts for non-
technical users. Therefore, we refer to two widely
used coherence definitions (Ghosh, 2020). Firstly,
word co-occurrence-based methods measure how
often pairs of representative topic words co-occur
in the training data set or in an external reference
data set. In that regard, it has been shown that
the evaluation methods UMass, UCI and NPMI
correlate with human judges (Stevens et al., 2012;
Newman et al., 2010; Mimno et al., 2011; Bouma,
2009; Ding et al., 2018) and are considered to be a
default metric for topic coherence. Secondly, word
embedding similarity based coherence scores are
recently utilized as these are also based on word co-
occurrence statistics (Pennington et al., 2014) and
behave similar to NPMI coherence scoring (Ding
et al., 2018), resulting in high correlation with hu-
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man perception. These methodologies show the un-
desirable effect of no distinct local optimum when
the hyperparameters of the models are changed,
e.g., number of clusters or vocabulary size. On our
data, these parameters increase together with the co-
herence scores, while the subjective performance,
i.e., the human perception, actually decreases. We
describe this effect and our solution in the case
study section.

3 Clustering Architecture

The unsupervised neural network model called
attention-based aspect extraction (ABAE) (He
et al., 2017) clusters sentences based on GloVe
word embeddings (Pennington et al., 2014) and at-
tention (Bahdanau et al., 2014) to focus on the most
important words in a sentence. Every sentence s
is represented by a vector z; that is defined as the
weighted average of all the word vectors of that sen-
tence. The weights are attentions calculated based
on the contribution of the respective words to the
meaning of the sentence and the relevance to the
topics. These topics are defined by the actual cen-
troids. In their publication, the topics are mapped
to aspect classes for unsupervised aspect extraction,
which we do not do for our case. (Kirchhoff, 2019)

The topics are initialized as the resulting cen-
troids of k-means clustering on the word embed-
dings of the corpus dictionary. These are then
stacked as topic embedding matrix T. During train-
ing, ABAE calculates sentence reconstructions r
for each sentence. These are linear combinations
of the topic embeddings from T and defined as

rs =T py, (1)

where p; is the weight vector over K topic em-
beddings. Each weight corresponds to the probabil-
ity that the input sentence belongs to the associated
topic. py is obtained by reducing the dimension of
Z to the number of topics K and applying softmax
such that

p: = softmaz (W -zs + b), 2)

where W and b are trainable and matrix weights
and a bias vector respectively. The topic embed-
dings 7" are updated during training to minimize the
reconstruction error J(#) between r; and zs based
on the contrastive max-margin objective function.
Since words and topics share the same dimension-
ality, cosine similarity between both can be used to
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Figure 2: Highly correlated topics are colored by the
same color respectively.

look up the most similar words representing each
topic, similar to the way LDA (Blei et al., 2003)
represents topics as word distributions. (Kirchhoff,
2019)

4 The SocialVisTUM Toolkit

Visualization Figure 2 shows an example of the
visualization and labeling tool. Topics are repre-
sented as nodes with according labels, and the num-
ber of texts assigned to the topics is given in paren-
theses next to the label. The node size increases
based on the number of fopic occurrences. The
edges of the topic connections are labeled by the
topic correlations. The link thickness increases
with a higher positive correlation. A graph layout
based on repelling forces between nodes helps to
avoid overlaps, which is especially useful when
many nodes and links are displayed. A second
force keeps the graph centered. Users can also
move nodes around to get a more comprehensible
overview. (Kirchhoff, 2019)

Topic Nodes and Correlations After training
the ABAE model, the sentences are assigned to
topics based on the maximum topic probability
from p;, see formula 2. The correlation between
two topics ¢ and j is calculated based on the prob-
abilities (p¢); and (p¢); of each given sentence
t. This yields a value in the range of [—1, 1] for
every pair of topics specifying the strength of the
corresponding relatedness. (Kirchhoff, 2019)

Hiding Insignificant Topics An occurrence
threshold slider defines the percentage of sentences
that must be about a topic to display the associated
node. Another slider can be used to set the correla-
tion threshold to define the required positive or/and
negative correlation to display the associated con-
nections. These sliders are especially helpful to
maintain a clear visualization by limiting the num-
ber of shown topics and connections when there
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Figure 3: The sentiment for each topic is shown as
green (positive) and red (negative).

are many of them available.

Topic Inspection Users can double-click a node
to receive additional information about a topic, i.e.,
representative words and sentences, as shown in
Figure 5 on the left and right respectively. As repre-
sentative words, the top 10 words are shown sorted
by the distance of their embeddings to the selected
topic centroid in ascending order. The representa-
tive sentences are the ones with the highest prob-
ability from p; for the given topic. During topic
inspection mode, only nodes that are connected to
the clicked node and the associated links are dis-
played. A double click on the same node brings
back the whole graph again.

Colorization of Topic Nodes In an updated ver-
sion of SocialVisTUM, we introduce two meaning-
ful colorings of the topic nodes for correlated topic
clustering and sentiment analysis.

Firstly, we perform a hierarchical clustering al-
gorithm such that those topics which are strongly
correlated with each other are colorized in one and
the same color respectively. A dynamic slider GUI
element helps to adjust the correlation threshold
accordingly. One example outcome is shown in 2.

Secondly, we perform sentiment analysis using
the Valance Aware Dictionary and sEntiment Rea-
soner or VADER method (Gilbert, 2014). Itis a
lexicon and rule-based sentiment analysis tool that
is specifically attuned to sentiments expressed in
social media settings. It gives positive, negative,
and neutral scores to represent the proportion of
text in that sentence that falls in these categories.
For each sentence, we use the compound score, i.e.,
the sum of all lexicon ratings normalized between
-1 (most negative) and +1 (most positive). We then
calculate the average sentiment score for each topic
based on all respective topic sentences. In Figure 3,
positive sentiment is shown as green topic nodes,
and negative as red. (Roy and Zhao, 2020)

478



Topic Label Representative words # Hypernyms
animal (102) insect, ant, habitat, rodent, herbivore 218
compound (91) amino, enzyme, metabolism, potassium, molecule 158
chemical (74) fungicide, insecticide, weedkiller, preservative, bpa 131
systematically (0) systematically, adequately, cleaned, properly, milked 0

Table 1: Example topics, automatically assigned topic labels, and representative words. The value next to the topic
label denotes how often the label occurs as a shared hypernym. The number of hypernyms on the right tells in how
many word comparisons a shared hypernym is identified. Taken from (Kirchhoff, 2019).

Automatic Topic Labels We introduce an ap-
proach to label topic nodes automatically. It is
based on shared hypernyms, i.e., the lowest com-
mon denominator for words, which we identify
using the representative topic words denoted in the
previous paragraph and the lexical database Word-
Net (Miller, 1995). First, we retrieve the hypernym
hierarchy for every representative topic word, as
shown in Figure 4, and compare every word with
every other word in the word list. Next, at each
comparison, we save the hypernym with the lowest
distance to the compared words in the hypernym
hierarchy. We denote these as shared hypernyms.
We only consider hypernyms if their distance to
the word is smaller than half of the distance to the
root hypernym to avoid unspecific labels like en-
tity and abstraction. Eventually, we employ the
hypernym that occurs most often as topic labels. If
no hypernym can be identified, we use the most
representative word instead. In the example shown
in figure 4, we identify dairy_product as the lowest
shared hypernym of yoghurt and butter, and food
as lowest shared hypernym of yoghurt and bread.
(Kirchhoff, 2019)

The quality of a shared hypernym chosen as
topic label can be approximated by inspecting the
number of its hypernym occurrences — see table 1.
Topic labels occurring frequently as shared hyper-
nym are usually suitable (e.g., animal (102) and
compound (91)) in contrast to topic labels that
rarely occur (e.g, group_action (9) or smuckers (0)).
Thus, we conclude that the number of hypernym
occurrences of each topic is suitable to estimate the
topic coherence for hyperparameter optimization —
see section 5.2 later on. (Kirchhoff, 2019)

Changing Labels To change the label of a topic,
the user can click on the associated label of a node.
This opens a prompt allowing the user to change
the topic label. The user can download a JSON file
with the updated labels by clicking on the Create

file button on the sidebar. (Kirchhoff, 2019)

5 Case Study

We demonstrate Social VisTUM’s potential for so-
cial media data exploration on a new data set.

5.1 Data Set

We crawled online user comments on organic food
from multiple forums (e.g., Reddit, Quora, Disqus)
and the comment sections of news websites (The
Washington Post, The New York Times, Chicago
Tribune, HuffPost, and many more). The goal is to
discover the discussed topics and opinions in social
media regarding the organic food consumption.
Relevant articles from the platforms are found by
the search terms ~organic food”, organic agricul-
ture”, and “organic farming”. We further filtered
for domain relevance by applying naive Bayes clas-
sification on bag of words trained on 1000 random
and accordingly labeled texts (84.70% accuracy
with 10-fold cross validation). From the left texts,
we retain comments containing either of the words
food and organic. The left data set consists of
515.347 sentences totaling 83.938 posts, which are
used to train the ABAE topic model. We use the
300-dimensional pre-trained GloVe embeddings
and fine-tuned them on the data. (Kirchhoff, 2019)

5.2 Hyperparameter Estimation

Some hyperparameters of the utilized ABAE topic
model are the number of topic clusters and the vo-
cabulary size. To optimize these automatically, we
define a new metric, the average number of shared
hypernyms (ANH). We first derive the frequency
of all shared hypernyms for each topic, which is
already done for automatic topic labeling in section
4. The ANH is the sum of hypernym frequencies
over all topics divided by the number of topics.
(Kirchhoff, 2019)
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Figure 4: Hypernyms for yoghurt, butter, bread, cake,
wholesale, and retail. Taken from. (Kirchhoff, 2019)

In our case study, we identified the following ad-
vantages of ANH over the widely used coherence
score (CS). First, an increasing number of topics
does not always increase the ANH, as a high num-
ber of topics leads to many incoherent topics with
fewer shared hypernyms, i.e., a lower ANH. Sec-
ond, a medium-sized vocabulary (~10,000 words)
produces the most coherent topics according to
ANH and manual inspection. Table 2 shows an
excerpt of the results for varying parameters.

5.3 Interpretation

We applied Social VisTUM to our case of organic
food yielding the topics displayed in figure 1. A
consumer researcher in the domain of organic food
manually refined the automatic labeling based on
the most similar words of each topic. The top-
ics reflect previous findings of a qualitative content
analysis on a small sub-sample of our data set (Dan-
ner and Menapace, 2020). The correlated topics
allow market researchers to investigate the context
in which topics are discussed.

Figure 5 takes a closer look at the exam-
ple topic pesticides, which is concerned with
different pesticides and their toxicity.  The
topic pesticides is correlated with the topic or-
ganic_production_standards, which references dif-
ferent organic or related production methods, such
as bio-dynamic, hydroponic, or bio-intensive agri-
culture. This correlation suggests that, for the
commenting users in our data set, the non-use of
chemical-synthetic pesticides is an important char-
acteristic of organic compared to non-organic pro-
duction. Further topics correlated with pesticides
propose that the commenting users are concerned

s to selected topic
pesticides (8486) ost simir

food_prodiucts (8093)
farming 'g (2066)
@ organic_production_standards (14692)

Figure 5: SocialVisTUM applied to our organic food
use case. Topic inspection of the pesticides topic.

about the use of pesticides in farming and that they
discuss the issue of pesticides, possibly the residues
thereof, in the context of different food_products.

6 Conclusion

In this paper, a case of the proposed Social VisTUM
demonstrates the visualization of coherent topics
on a given corpus of social media texts about or-
ganic food. The graph-based visualization with top-
ics as nodes and topic correlations as edges reflects
the topics and patterns found in a related qualita-
tive content analysis (Danner and Menapace, 2020).
The presentation of additional topic information,
such as word lists, representative sentences, topic
importance, and meaningful predefined labels, pro-
vide a basis for the understanding and interpreta-
tion of a topic for domain experts. The integrated
hyperparameter optimization automatically yields
interpretable topics and helps tailoring the model to
the given data set. For future work, we plan to eval-
uate the correlated topics on other corpora and in
other use cases. In addition to Pearson correlation,
other correlations could improve the approach. We
plan to integrate multi-lingual word features, such
as BERT (Devlin et al., 2018), for cross-cultural
comparisons.
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Appendix A. Comparison of Coherence
Metrics

# Topics | Voc. Size CS | ANH
1,000 | -1104 | 28.6

5 10,000 | -765 | 68.0
18,000 | -403 5.2

1,000 | -366 | 33.3

15 10,000 | -270 | 40.0
18,000 | -197 | 33.8

1,000 | -110 | 304

50 10,000 -70 | 51.8
18,000 -54 | 49.7

Table 2: Comparing two coherence metrics: coherence
score (CS) and average number of shared hypernyms
(ANH). The advantage of ANH is that it has its global
optimum always in the middle as opposed to CS. This
property is beneficial for hyperparameter optimization.



