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Abstract

The widespread presence of offensive lan-
guage on social media motivated the devel-
opment of systems capable of recognizing
such content automatically. Apart from a
few notable exceptions, most research on au-
tomatic offensive language identification has
dealt with English. To address this shortcom-
ing, we introduce MOLD', the Marathi Of-
fensive Language Dataset. MOLD is the first
dataset of its kind compiled for Marathi, thus
opening a new domain for research in low-
resource Indo-Aryan languages. We present
results from several machine learning experi-
ments on this dataset, including zero-short and
other transfer learning experiments on state-of-
the-art cross-lingual transformers from exist-
ing data in Bengali, English, and Hindi.

1 Introduction

The presence of hate speech, cyber-bullying, and
other forms of offensive language in online com-
munities is a global phenomenon. Even though
thousands of languages and dialects are widely
used in social media, most studies on the auto-
matic identification of such content consider En-
glish only, a language for which datasets and other
resources such as pre-trained models exist (Rosen-
thal et al., 2021). In the past few years researchers
have studied this problem on languages such as
Arabic (Mubarak et al., 2021), French (Chiril et al.,
2019), and Turkish (Coltekin, 2020) to name a few.
In doing so, they have created new datasets for each
of these languages. Competitions such as Offen-
sEval (Zampieri et al., 2020) and TRAC (Kumar
et al., 2020a) provided multilingual datasets, which
enabled the use of data augmentation methods
(Ghadery and Moens, 2020), multilingual word em-
beddings (Pamungkas and Patti, 2019), and cross-

'MOLD is available at:
tharindudr/MOLD

https://github.com/

lingual contextual word embeddings (Ranasinghe
and Zampieri, 2020) to tackle this problem.

In this paper, we revisit the task of offensive
language identification for low resource languages,
focusing on Marathi, an Indo-Aryan language
spoken by over 80 million people, most of whom
live in India. Even though Marathi is spoken by
a large population, it is relatively low-resourced
compared to other languages spoken in the region.
We collect and annotate the first Marathi offensive
language identification dataset to date and we train
a number of monolingual models on this dataset.
Finally, we explore state-of-the-art cross-lingual
learning methods to project predictions to Marathi
from Bengali, Hindi, and English. We address two
research questions in this paper:

RQ1: What is the impact of the dataset size in
monolingual and cross-lingual models for offen-
sive language identification? While the Marathi
dataset is relatively small, cross-lingual transfer
learning methods allow us to take advantage of
larger available datasets in other languages.

RQ2: What is the influence of language similarity
in cross-lingual predictions for offensive language
identification? Previous work used English as
the base language to make predictions in lower
resourced languages. In this paper we use two
Indo-Aryan languages, Bengali and Hindi, to
project predictions into Marathi.

Our main contributions are the following:

1. We release MOLD, the Marathi Offensive Lan-
guage Dataset, with nearly 2,500 annotated
tweets. MOLD is the first dataset for offensive
language identification in Marathi.

2. We evaluate the performance of several tradi-
tional machine learning models (e.g. SVMs)
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and deep learning models (e.g. LSTM) trained
on MOLD.

3. We apply cross-lingual transformers to offen-
sive language identification in Marathi. We
take advantage of existing data in English and
in two Indo-Aryan languages, Hindi and Ben-
gali, to project predictions to Marathi and we
compare the results of these strategies. To the
best of our knowledge, this is the first paper
to study closely-related languages in transfer
learning for offensive language identification.

4. In addition to MOLD, we make the code and
the models freely available to the community.

2 Related Work

The problem of offensive content online has been
widely studied using computational models. Re-
searchers have trained system to recognize various
types of such content such as cyberbulling, hate
speech, and many others. In terms of computa-
tional approaches, early studies approached the
problem using feature engineering and classical
machine learning classifiers, most notably SVMs
(Dadvar et al., 2013; Malmasi and Zampieri, 2017),
while more recent work applied deep neural net-
works combined with word embeddings (Aroyehun
and Gelbukh, 2018; Hettiarachchi and Ranasinghe,
2019). With the development of large pre-trained
transformer models such as BERT and XLNET
(Devlin et al., 2019; Yang et al., 2019), several
studies have explored the use of general pre-trained
transformers in offensive language identification
(Liu et al., 2019; Ranasinghe et al., 2019; Bucur
et al., 2021) as well retrained or fine-tuned models
on offensive language corpora such as HateBERT
(Caselli et al., 2020).

While the vast majority of studies address of-
fensive language identification using English data
(Yao et al., 2019; Ridenhour et al., 2020), several
recent studies have created new datasets for vari-
ous languages and applied computational models
to identify such content in Arabic (Mubarak et al.,
2021), Dutch (Tulkens et al., 2016), French (Chiril
et al., 2019), German (Wiegand et al., 2018), Greek
(Pitenis et al., 2020), Hindi (Bohra et al., 2018), Ital-
ian (Poletto et al., 2017), Portuguese (Fortuna et al.,
2019), Slovene (FiSer et al., 2017), Spanish (Plaza-
del Arco et al., 2021), and Turkish (Coltekin, 2020).
A recent trend is the use of pre-trained multilingual
models such as XLLM-R (Conneau et al., 2019) to
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leverage available English resources to make pre-
dictions in languages with less resources (Plaza-del
Arco et al., 2021; Ranasinghe and Zampieri, 2020,
2021c,b; Sai and Sharma, 2021). This is made
possible by the availability of the aforementioned
datasets as well multilingual datasets made avail-
able at shared tasks such as HASOC 2019 (Mandl
et al., 2019), TRAC 2018 and 2020 (Kumar et al.,
2018, 2020a), and two tasks at SemEval: HatEval
2018 (Basile et al., 2019) and OffensEval 2020
(Zampieri et al., 2020).

3 Datasets

We present MOLD and four other datasets used
in this work: the Bengali dataset (Bhattacharya
et al.,, 2020) used in the TRAC-2 shared task
(Kumar et al., 2020a)—henceforth BE, the Hindi
dataset (Mandl et al., 2019) used in the HASOC
2019 shared task—henceforth HI, and the English
datasets used in OffensEval, SemEval-2019 Task 6
and SemEval-2020 Task 12—henceforth EN-OLID
(Zampieri et al., 2019) and EN-SOLID (Rosenthal
et al., 2021), respectively.

To annotate MOLD, we followed OLID’s
annotation scheme for English which has been
replicated in SOLID and in datasets in Greek
(Pitenis et al., 2020), Turkish (Coltekin, 2020)
and many other languages. OLID’s taxonomy
comprises the following three levels:

Level A: Offensive language identification:
offensive (OFF) vs. non-offensive (NOT)

Level B: Categorization of offensive language:
targeted insult or thread vs. untargeted profanity.

Level C: Offensive language target identification:
individual vs. group vs. other.

This hierarchical taxonomy represents multiple
types of offensive content in a single annotation
scheme (e.g. targeted insults to an individual are
often cyberbullying and targeted insults to a group
are often hate speech) making it a great fit for cross-
lingual learning applied to low-resource languages
like Marathi. We used OLID level A labels to an-
notate MOLD and we map these labels to those
included in the Bengali and Hindi datasets.

MOLD The Marathi dataset contains data col-
lected from Twitter using the Twitter API. We
aimed to achieve a similar distribution of offen-
sive vs. non-offensive content present in OLID,
which contains around 33% offensive and 67% non-
offensive tweets. To make sure that both classes



were represented, we used both offensive and non-
offensive keywords. For the offensive content we
used 22 common curse words in Marathi and for
the non-offensive content we used search phrases
related to politics, entertainment, and sports along
with the hashtag #Marathi.

We collected a total 2,547 tweets that were an-
notated by 6 volunteer annotators who are native
speakers of Marathi with age between 20 and 25
years old and a bachelors degree. The annotation
task is a binary classification, in which annotators
assigned tweets as offensive (OFF) or not offensive
(NOT). The annotators could flag a tweet as invalid
if it contained four or more non-Marathi words.
The final version of MOLD contains 2,499 anno-
tated tweets randomly split 75%/25% into training
and testing sets, respectively. We used Cohen’s
kappa (Carletta, 1996) to measure agreement be-
tween pairs of annotators. We provided a common
set of 100 instances to each of the three pairs of
annotators and we report scores of 0.91 between
Al and A2, 0.79 between A3 and A4, and 0.77 be-
tween A5 and A6. Table 1 shows dataset statistics,
including class distribution.

Class Training Testing Total
Not Offensive 1,205 418 1,623
Offensive 669 207 876

Total 1,874 625 2,499

Table 1: Number of instances and class distribution of
NOT and OFF tweets in MOLD.

Other Datasets In addition to the Marathi
dataset, we used the four aforementioned publicly
available offensive language detection datasets pre-
sented in Table 2. OLID (EN-OLID) is one of the
most popular offensive language datasets for En-
glish and we used its level A annotations (offensive
vs. non-offensive) as labels. We used EN-SOLID,
the largest available dataset of its kind as our sec-
ond English dataset. EN-SOLID contains over nine
million English tweets labeled in a weakly super-
vised manner (Rosenthal et al., 2021). EN-SOLID
was created using an ensemble of four different
models and provides, along with the class labels,
the average and standard deviation of the confi-
dence scores predicted by each model. We included
only training examples with average confidence
scores greater than 0.85 over all models, leaving us
with 120,758 examples. Using both EN-OLID and
EN-SOLID allows us to investigate the impact of
training data size and help us answer RQ1.

To perform transfer learning from a closely-
related language to Marathi, we used HI (Mandl
et al., 2019). Both the English and Hindi datasets
contain Twitter data making them in-domain with
respect to MOLD. BE, the Bengali dataset (Bhat-
tacharya et al., 2020), is different than the other
datasets as it contain Facebook data and three
classes, allowing us to compare the performance of
cross-lingual embeddings on off-domain data but
in a a language similar to Marathi. For Bengali we
merged the classes overtly aggressive and covertly
aggressive and map them to EN-OLID’s offensive
class. Using both BE and HI in addition to the two
English datasets allow us to investigate the impact
of language similarity aiming to answer our RQ2.

4 Methods and Results
4.1 Monolingual Models

We run several computational models on MOLD.
We trained four classical machine learning clas-
sifiers, available in Scikit-learn (Pedregosa et al.,
2011): Decision Trees, Naive Bayes, Random For-
est, and SVM using bag of words (BoW), word
unigrams, and word unigrams and bigrams com-
bines using TF-IDF weighting. We took several
pre-processing steps before extracting features such
as removing numbers, extra spaces, special charac-
ters, and stop words.”

We implemented several deep learning models,
such as multi layer perceptron (MLP), long short-
term memory networks (LSTMs) with embedding
layers, and bi-LSTMs with attention and word em-
bedding layers. We used the Marathi word2vec
embeddings released in Kumar et al. (2020b). We
also experimented with several SOTA transformer
models that support Marathi: multilingual BERT
(BERT-m) (Devlin et al., 2019) and XLM-Roberta
(XLM-R) (Conneau et al., 2019). XILM-R has an
additional advantage: the embeddings are cross-
lingual. This helps facilitate transfer learning
across languages, as presented later in this sec-
tion. We followed the same architecture described
in Ranasinghe and Zampieri (2020) where a simple
softmax layer is added to the top of the classifica-
tion ([CLS]) token to predict the probability of a
class label. For XLM-R, from the available two pre-
trained models, we specifically used the XLM-R
large model.

*Marathi stop words are available on https:
//github.com/stopwords—-iso/stopwords—mr/
blob/master/stopwords—mr.txt
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Code

Language Dataset Instances Source Labels

BE Bengali TRAC 4,000 F
EN-OLID  English OLID 14,100 T
EN-SOLID English SOLID 120,758 T
HI Hindi HASOC 8,000 T

overtly aggressive, covertly aggressive, non aggressive
offensive, non-offensive

offensive, non-offensive

hate offensive, non hate-offensive

Table 2: Instances, sources, and labels in all datasets. F stands for Facebook and T for Twitter.

For both classical and deep learning models we
finetuned hyperparameters manually to obtain the
best results for the validation set created using a
0.8:0.2 split on the training data. As the deep learn-
ing models tend to overfit, we evaluated the model
on the validation set once in every 100 training
batches. We performed early stopping if the valida-
tion loss did not improve over 10 evaluation steps.
All the deep learning experiments were run on an
Nvidia Tesla K80 GPU.

Class
Labels

Figure 1: Text classification architecture with XLM-R
(Ranasinghe and Zampieri, 2020).

Table 3 shows the results obtained by all monolin-
gual models on MOLD’s test set in terms of both
Macro F1 and Weighted F1. We use both metrics
due to the data imbalance in MOLD. With the ex-
ception of MLP, all of the deep learning models out-
performed the classical ones. This is somewhat sur-
prising as classical models tend to outperform deep
models on relatively small datasets like MOLD, but
it corroborates the findings from recent competi-
tions on this topic (Basile et al., 2019). Of the deep
learning models, XLM-R transformers provided
the best results with a 0.91 macro F1 score.

Features Model MF1 WF1

Embeddings XLM-R 0.9103 0.9210
Embeddings BERT-m 0.8852 0.8994
Embeddings LSTM 0.8400 0.84.09
Embeddings Bi-LSTM 0.8238 0.8251
BoW Random Forest 0.7686 0.7796
Embeddings MLP 0.7541 0.7830
BoW SVM 0.7489 0.7813
BoWwW Naive Bayes 0.7223 0.7597
BoW Decision Tree  0.7028 0.7395

Table 3: Monolingual results for Marathi ordered by
macro (M) F1. We also report weighted (W) F1 scores.

4.2 Cross-lingual Models

The main appeal of transfer learning is its potential
to leverage models trained on data from outside
the domain of interest. This can be particularly
helpful for boosting the performance of learning
on low-resource languages like Marathi. The re-
cent success of XLM-R cross-lingual transformers
with transfer learning in offensive language iden-
tification for low resource languages (Ranasinghe
and Zampieri, 2020) confirms that this is a feasible
approach. In these experiments, however, the trans-
fer learning’s base language was English whereas
here we use two languages related to Marathi: Ben-
gali and Hindi, in order to evaluate the extent to
which language similarity boosts transfer learning
performance.

Transfer Learning We first trained the XLM-R
model separately on the BE, HI, EN-OLID and
EN-SOLID datasets. Then we saved the weights
of the transformer model and the softmax layer
and used these weights to initialize the weights
of the transformer-based classification model for
Marathi. TL row in Table 4 shows the results ob-
tained by the cross lingual models with XLM-R.
The use of transfer learning substantially improved
the monolingual results. With 8,000 and 4,000
training instances, respectively, the transfer learn-
ing model achieved macro F1 scores of 0.9401
from Hindi and of 0.9345 from Bengali, respec-
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tively, outperforming the results obtained using the
two English datasets, EN-OLID and, especially,
EN-SOLID, each contain more instances than ei-
ther the Hindi or the Bengali dataset, yet they fail
to outperform either as the base dataset in our trans-
fer learning experiments, suggesting that language
similarity played a positive role in transfer learning.

Zero shot learning To further observe the im-
pact of language similarity in transfer learning, we
performed Zero shot learning, where the XLM-R
model was trained on the other datasets and tested
on the Marathi test set. According to the results in
Zero-shot row of Table 4 HI outperforms all the
other languages in Zero shot too.

Methodology Dataset MF1 WF1
HI 0.9401 0.9492
Transfer BE 0.9345 0.9422
Learning EN-SOLID 0.9321 0.9399
EN-OLID 0.9298 0.9385
HI 0.8396 0.8461
Zero-Shot BE 0.8115 0.8176
EN-SOLID 0.7954 0.8004
EN-OLID 0.7854 0.7901

Table 4: Transfer learning results ordered by macro (M)
F1 for Marathi. We also report weighted (W) F1 scores.

Few shot learning Finally, we evaluated each
of the languages performance in few shot learn-
ing with Marathi. We retrained offensive language
identification XLLM-R models from other languages
on 100, 200, 300 etc. instances from Marathi. As
shown in Figure 2 HI tops other languages in all
the few shot experiments making it further clear
that transfer learning from a more similar language
is effective in offensive language identification.

5 Conclusion and Future Work

This paper introduced MOLD, the first offensive
language dataset for Marathi. We evaluated the
performance of several machine learning models
trained to identify offensive content in Marathi.
Our results show that applying cross-lingual con-
textual word embeddings substantially improved
performance over monolingual models. Further-
more, we showed that XLM-R with transfer learn-
ing from Hindi outperforms all of the other meth-
ods we tested. The results obtained by our models
confirm that closely related languages provide an
advantage in our transfer learning experiments, an-
swering our RQ2. This is likely due to the fact that
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Figure 2: Macro F1 with different number of exam-
ples and with different transfer learning strategies for
Marathi

Hindi and Marathi are typologically related and
also because these languages are in a situation of
language contact sharing cultural background.

To the best of our knowledge, this paper is the
first to address the question of language similar-
ity in cross-lingual learning for offensive language
identification. With respect to our RQ1, our results
show that the difference in performance between
transfer learning strategies from OLID and from
SOLID is minimal. SOLID is more than eight
times larger than OLID, suggesting that beyond
a certain point, more instances do not necessar-
ily yield significant performance improvements in
transfer learning. Finally, we believe that the find-
ings presented in this paper can open a wide range
of avenues to offensive language identification ap-
plied to other low resource languages, particularly
from the Indo-Aryan family.

MOLD is the official dataset for Marathi at the
HASOC 20213 shared task on Hate Speech and
Offensive Content Identification in English and
Indo-Aryan Languages. We are expanding the an-
notation of this dataset to the levels B and C of
OLID’s annotation taxonomy. This will provide us
with the opportunity to test computational models
to identify the type and target of offensive posts in
Marathi. As future work, we would like to evaluate
the performance of transfer learning from Dravid-
ian languages spoken in India such as Tamil and
Telugu to analyze the interplay between language
similarity and cultural overlap in cross-lingual of-
fensive language identification as in Ranasinghe
and Zampieri (2021a).

*https://hasocfire.github.io/hasoc/
2021/index.html
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