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Abstract

Modern deep learning models for natural
language processing rely heavily on large
amounts of annotated texts. However, obtain-
ing such texts may be difficult when they con-
tain personal or confidential information, for
example, in health or legal domains. In this
work, we propose a method of de-identifying
free-form text documents by carefully redact-
ing sensitive data in them. We show that our
method preserves data utility for text classifica-
tion, sequence labeling, and question answer-
ing tasks.

1 Introduction

Data privacy has become an important topic re-
cently, and new regulations that govern the pro-
cessing and usage of consumer personal data arise
every year. We use the term sensitive data to de-
fine all information that contains personal data or
other potentially compromising data that can lead
to the re-identification of individuals or organiza-
tions. With the advent of machine learning, privacy
and compliant data governance have become even
more important.

Free-form text documents often contain sensitive
data. For example, legal documents contain full
information about individuals or organizations, di-
alogues contain references to different people and
possibly information that can lead to their identi-
fication, such as addresses or job positions. NLP
applications such as text classification or question
answering require annotated data, and as Feyisetan
et al. (2019) argues, the privacy cost of annotat-
ing texts must be considered when developing new
applications.

Anonymization, or de-identification, is viewed
as one of the ways to make working with non-
public datasets both safer and more compliant. It
is also important to preserve utility in de-identified
data for further usages, e.g. machine learning or
analytics. Traditional approaches like k-anonymity

(Sweeney, 2002) were shown to be ineffective
when applied to high-dimensional media (Aggar-
wal, 2005) for example, free-form texts. More-
over, unlike structured data present in relational
databases, anonymization of unstructured text doc-
uments poses additional challenges, because loca-
tions of textual spans which constitute sensitive
data must be inferred at runtime.

Previous work either focused on preventing the
model from memorizing data (Kerrigan et al., 2020)
or considered only the text classification task. In
this paper, we aim to solve the challenges of pre-
serving both privacy and utility in free-form text
documents with respect to different NLP tasks. We
propose a simple “find-and-replace” method for au-
tomatically de-identifying documents and evaluate
the utility of the de-identified data with respect to
different downstream tasks, namely named entity
recognition, question answering and text classifica-
tion. To the best of our knowledge, this is the first
work that evaluates the utility of the de-identified
data for sequence labeling and reading comprehen-
sion tasks.

Specifically, our contributions are as follows:

1. We develop and evaluate the deep-learning-
based method for de-identifying text docu-
ments.

2. We conduct series of experiments and show
that our method mostly preserves utility for
different NLP tasks: NER, QA, and text clas-
sification.

3. We investigate how our method impacts the
end task performance for different model ar-
chitectures.

2 Background

2.1 Preserving Privacy In Texts

There are several research directions in privacy
in NLP. One research direction covers generating
synthetic training data, thus abandoning original
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Task Dataset # instances # classes domain

NER RuReBus (Ivanin et al., 2020) 218 documents 8 State documents
NER FactRuEval (Starostin et al., 2016) 255 documents 3 News

Question Answering SberQuAD (Efimov et al., 2020) 45328 questions — Wikipedia

Text Classification In-house data

4000 sentences 13 Legal documents

Table 1: Datasets used in experiments

data completely. Krishna et al. (2021) shows that
this approach performs well for text classification
and protects against membership inference attacks.
However, in narrow domains such as legal con-
tracts, maintaining internal coherency is important
for information retrieval tasks, but generating long
coherent texts is still a challenging NLP task (Tan
et al., 2021).

Another area of research focuses on adding noise
during training to prevent models from memoriz-
ing their training data. For example, Kerrigan et al.
(2020) add noise to gradients during training to pre-
vent large generative models from "memorizing"
training data. However, NLP applications like NER
or QA are powered by large amounts of annotated
training data and data annotation happens before
model training. This means that more people, in-
cluding annotators, should have access to private
data, which adds additional scrutiny to the dataset
development process (Feyisetan et al., 2019).

The third branch of privacy research can be
viewed as a form of noise added to the original
data. The system that adds this noise must satisfy
the requirement, stated in Dwork (2006):

Anything that can be learned about a respondent
from the statistical database should be learnable
without access to the database.

While this assumption is not achievable in prac-
tice, because we have to extract some value from
the database, several methods were proposed to
satisfy more relaxed privacy guarantees, e.g. (&,0)
differential privacy (Geng and Viswanath, 2013).

Finally, a practical approach for texts de-
identification via targeting named entities was pro-
posed. In this approach, the auxiliary NER model
is trained to recognize sensitive spans in the docu-
ment that are further redacted. Stubbs et al. (2015);
Marimon et al. (2019) organized challenges to de-
velop the best de-identification system for English
or Spanish medical texts, however, they did not
explore the utility of anonymized data.

Our method falls into the latter research direc-
tion, however, we treat text de-identification as an
auxiliary part of our work, focusing on measuring

utility in the de-identified data.

2.2 Measuring Utility In The De-Identified
Data

Rahman et al. (2018) show that models trained via
privacy-preserving methods may poorly generalize
to the original data. This means that data utility is
reduced during the de-identification procedure.

Several approaches to measure utility in de-
identified data were proposed. For example,
Sanchez et al. (2014) follow the information-
theoretic approach to ensure that de-identified en-
tities do not exhibit any information that would
help the attacker to de-identify data, even when
the attacker has access to large amounts of open
information from the Internet. Another approach is
to measure utility as the quality of models trained
on the downstream tasks on the de-identified data
(Xu et al., 2020a). While the latter approach gives
an intuitive and practical definition of utility, it is
not clear how utility estimates depend on the end
task, data, and model architecture. We adopt the
latter approach and investigate impact of task, data
and model choice in the section 4.

3 Proposed Method

We aim to develop a method that performs fine-
grained substitutions of text spans comprising sen-
sitive information. Contexts of sensitive data are
kept intact and therefore our method preserves as
much original text as possible.

3.1 Extracting Sensitive Information

Searching for sensitive information, such as names
or IDs of individuals, can be difficult in free-form
texts. We formulate it as a named entity recogni-
tion (NER) task (Mamede et al., 2016), for which
various methods were proposed. For example, IDs
and other numerical information may be found by
regular expressions, while medical diagnoses may
be looked up in dictionaries. However, as Yadav
and Bethard (2018) suggest, deep learning methods
mostly outperform gazetteer-based or feature-based
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Original text

Pseudonymized text

Context:

B Muccomonru Baitpon 3abosiesr muxopaakoit,
IIPpOJaOJIZKaA OT'ELéBiajTibiBCe CBOM CHUJIbI
Ha 60pBEOY 3a cBOOOYy CTPAHBL.

In Missolonghi, Byron fell ill with a fever,
continuing to devote all his strength to the
struggle for the freedom of the country.
Question:

Yewm zabostesr Baitpon B Muccosionru?
What made Byron sick at Missolonghi?
Answer:

JIAXOPAIKOM

fever

Context:

B Cenpuukoso Kosmko 3abomen

JIIXOPAIKOM, IPOIONIZKAS OTIABATL BCE CBOU CHJIBI
Ha 60pBOY 3a CBOOOIY CTPaHBI.

In Selnikovo, Koliko fell ill with a fever,

continuing to devote all his strength to the

struggle for the freedom of the country.

Question:

Yem zabomesr Kommko B CenbHUKOBO?

Answer:
JIAXOPaJKOH
fever

Table 2: Consistent pseudonymization for paragraph and question for SberQuad sample and its English translation.
All mentions of Baiipon (Byron) (highlighted with dashed underline) are pseudonymized consistently. In addition,

all mentions of Muccosonru (Missolongi) are also anonymized consistently.

models, and we opt for the neural-network-based
approach.

Traditionally (Tjong Kim Sang and De Meul-
der, 2003), the performance of NER models is
evaluated by micro-averaged f1-measure over ex-
tracted spans. Several datasets (Stubbs et al. (2015),
Garat and Wonsever (2019)) exist to evaluate de-
identification models, however, they do not provide
annotations that would enable measuring utility in
the de-identified data.

3.2 Replacing Sensitive Information

Several ways of replacing sensitive information
were proposed in the literature (Carrell et al., 2020;
Jiang et al., 2019). We study two methods:

1. Sanitization strategy redacts the sensi-
tive information and replaces it with the to-
ken describing the label of the replaced entity,
e.g. replace “John Smith” with generic label
PERSON, “Organization inc.” with generic la-
bel ORGANIZATION.

2. Pseudonymization replaces real enti-
ties with synthetically generated but se-
mantically and grammatically sound values.
Pseudonymization is often used in practice
when releasing private data for research or
third parties (Stubbs et al., 2015). Table 2 pro-
vides an example of pseudonymization strat-
egy for SberQuAD dataset.

To implement Sanitization strategy, we need
only the label of the entity the token corresponds to,
which is available from NER model prediction at
inference time. However, such replacement erases

coreference links throughout the document, which
may be important for the downstream task. In sec-
tion 4 we provide results and show when this strat-
egy impairs the performance on the downstream
tasks.

Pseudonymization strategy is more diffi-
cult to implement because tokens of different en-
tity types should be replaced differently. For ex-
ample, a sequence of random digits comprises a
number, but sequence of random characters does
not always comprise a valid person or organi-
zation name. We generate synthetic values for
Pseudonymization strategy as follows:

1. For numerical spans, e.g. numbers, IDs, and
dates, we generate random numbers of the
same length.

2. For textual spans, e.g. names, addresses, we
use lookup from dictionaries. We make a ran-
dom selection from the dictionary indepen-
dently for every word in the span.

For tasks that require reasoning over input
text, like question answering (Rajpurkar et al.,
2016), train instances should maintain internal co-
herency: inconsistent changes in context and ques-
tion would leave the question unanswerable. To
solve this problem, Pseudonymization strat-
egy maintains a mapping between original and
pseudonymized values during its work, which al-
lows coherent replacements of entities values. Dur-
ing anonymization of the datasets, each dataset
instance is processed independently, meaning that
mentions of the same person in different instances
will be anonymized differently. We do not add
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Dataset Architecture Training data  M'(T},) M'(Vi,) M'(Vig) A SOTA

FactRuEval BERT-FC original 0.99 0.85 0.850£0.003 - 0.86
pseudonimized 0.99 0.81 0.757+0.032  -0.093+0.035 Starostin et al. (2016)
sanitized 0.98 0.82 0.4014+0.047  -0.44940.050

RuReBus BERT-FC original 0.737 0.540 0.540£0.005 - 0.56
pseudonimized 0.727 0.527 0.5304+0.003 -0.0104+0.008 Ivanin et al. (2020)
sanitized 0.925 0.526 0.5284+0.002 -0.0124+0.007

SberQuAD  BERT-QA original 0.891 0.825 0.8254+0.002 - 0.848
pseudonimized 0.851 0.815 0.8214+0.002 -0.004+0.004 Efimov et al. (2020)
sanitized 0.872 0.784 0.793£0.002 -0.032+0.004

In-house Gradient original 0.988 0.942 0.942£0.001 - -

legal Boosting pseudonimized 0.981 0.942 0.937£0.003  -0.005+0.004

documents sanitized 0.931 0.925 0.905£0.001 -0.037+0.002

Table 3: Micro f1 measures and relative differences with the models trained on original data. Higher A is better.

For models trained on original data, T/ =T ,V' =V

any coreference information in Sanitization
strategy.

3.3 Re-Identification Risks

Our de-identification system relies on the NER
model. Deleger et al. (2013) show that even dou-
ble manual de-identification is not perfect, so de-
identification errors will inevitably occur. Such
errors may lead to re-identification of the de-
identified subject, for example, when not all of
their mentions were de-identified. Scaiano et al.
(2016) propose to use all-or-nothing recall to eval-
uate de-identification models, because if even one
mention of the person within the document was not
de-identified, adversary may be able to re-identify
the person. For example, if document has 10 men-
tions of the person, of which 9 were anonymized,
then all-or-nothing recall is 0, while regular re-
call is 0.9. We measure all-or-nothing recall in
our experiments. Meystre et al. (2014); Scaiano
et al. (2016) argue that re-identification risks are
further reduced for Pseudonymization strat-
egy compared to Sanitization: when encoun-
tering specific names in the pseudonymized doc-
ument, it is difficult to tell whether they were left
intact by an imperfect anonymizer system or they
are the result of pseudonymization.

4 [Experiments

4.1 Experimental Protocol

Let S be our anonymization strategy (for example,
sanitization or pseudonymization) and Dygrget =
(Ttarget, Viarget) be the target dataset for which we
train model on a downstream task. Target dataset
is split into train and validation sets named as T’
and V. Let M be the model trained on T}4get-

Our goal is to evaluate how M ’s performance on
Viarget depends on the dataset M is trained on:
original Tjq;ger Or de-identified Tt’mget. Inspired
by this goal, we design the following experimental
protocol:

1. Anonymize Tigrget> Viarger and obtain
ﬂarget - S(Ttaﬂ“get)’ ‘/t/arget - S(V;fm"f]@t)

2. Train model on original data: M =
M (Tiarget)s get  validation  metrics
M(V;iarget)

3. Train model on de-identified data: M’ =
M (T}, 4et), get validation metrics for both
original and de-identified data: M'(Vj,, 1),
M,(‘/target)

4. Compare results of models:
M/(V;Sarget) - M(V;Sarget)

A =

We repeat this experiment for every strategy S
and compare results for each strategy with the base-
line that was trained on the original data. Our
anonymization procedure may yield distribution
shift which may result in imperfect generalization
to the original validation set and therefore in neg-
ative values of A. A > 0 means that data utility
was completely preserved. We repeat each exper-
iment 3 times and report mean and variance for
M'(Viarget) across them in Table 3.1.

4.2 NER Models For Extracting Sensitive
Data

For experiments on publicly available data, we
use Collection3 corpus created by Mozharova and
Loukachevitch (2016) to develop our anonymizer
system. This corpus has the same annotation
schema as FactRuEval and is approximately 7
times larger. We train vanilla BERT-based NER
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model on Collection3 corpus and obtain the mi-
cro f1 measure 0.931. To measure re-identification
risks, we manually review 200 randomly chosen
documents from anonymized SberQuAD train set
and find that all-or-nothing recall is 0.93.

For NER model for in-house data de-
identification, we use an in-house corpus of
3040 documents with 426 272 annotated entities.
This corpus has annotation schema similar to
Ontonotes dataset (Weischedel et al., 2011). We
train BERT-CRF model on this corpus using
90-10 train-test split, evaluate the model using
micro f1-measure over spans and get the value of
0.93. We performed an additional evaluation to see
how well our model finds sensitive data. We asked
domain experts to manually annotate sensitive
information in 30 legal documents of various types
and then checked our system’s output against these
annotations. We found that of 1030 entities, 1009
were anonymized, resulting in 0.98 recall and 0.95
all-or-nothing recall.

4.3 Downstream Tasks And Models

To show that our method transfers across tasks and
domains, we use different NLP tasks and datasets:

FactRuEval (Starostin et al., 2016) is a NER
dataset developed to evaluate fact extraction from
Russian news articles. It is annotated similarly to
Tjong Kim Sang and De Meulder (2003) and has
PER, LOC, ORG entities.

RuReBus (Ivanin et al., 2020) is another NER
dataset consisting of state documents and reports. It
has more diverse annotation schema then FactRuE-
val. It is annotated with custom annotation schema
that includes entities like METRICS, ACTIVITY,
QUALITATIVE. Unlike FactRuEval, most of the
classes in this dataset are not considered as sensi-
tive data, except for INSTITUTION class, which
is similar to ORG class in FactRuEval.

SberQuAD (Efimov et al., 2020) is Russian
extractive question answering dataset similar to
SQuAD (Rajpurkar et al., 2016). It has 9.080
unique paragraphs and 50.364 questions, about
20% of answers and about 72 % of paragraphs
contain named entities that should be anonymized,
e.g. people, locations, or organizations. Unlike
Rajpurkar et al. (2016), SberQuAD does not have
unanswerable questions.

For the text classification task, an internal
dataset of 5 000 texts annotated with 13 differ-
ent classes was used. Data instances are segments

of legal documents and classes represent types of
these segments.

We use train-dev splits provided by the authors
for all publicly available datasets. For text classi-
fication and NER tasks, we use micro averaged f1
measure. For SberQuAD, we use f1 measure as in
the SQuAD dataset.

Comparative statistics of all datasets are shown
in Table 1.

For NER datasets, we use simple BERT for token
classification as described in Devlin et al. (2019).
For SberQuAD, we use the same architecture as
Devlin et al. (2019) used for SQuAD. For the in-
house text classification dataset, BERT performed
on par with gradient boosting (Ke et al., 2017) on
top of tf-idf vectorization, and we choose boosting
for its simplicity. It is also interesting to investigate
how our anonymization methods affect end task
performance for different vectorization methods.

4.4 Utility Tests

As described in subsection 4.1, we measure the util-
ity of anonymized data as the performance drop be-
tween models trained on original and anonymized
datasets. All experiments were implemented with
AllenNLP (Gardner et al., 2018) framework. We
present our results in Table 3.1.

In all experiments, baseline models trained on
original data achieved performance close to cur-
rently reported state-of-the-art results. We note
that in all experiments anonymization impairs end
task performance, although results vary depending
on the task and dataset.

Experiments on RuReBus dataset showed only
a slight performance drop, however, all models
achieve relatively low scores compared to the Fac-
tRuEval dataset. We attribute low scores to the in-
consistent annotations in the RuReBus dataset. We
attribute the low difference between performance
on pseudonymized and sanitized data to the an-
notation schema: most entities in the schema are
not considered sensitive information. However, for
entity INSTITUTION, which is close to ORG en-
tity, performance drop is significant: from 0.436
fl1-measure in original data to 0.348 in sanitized
data.

Similarly, in text classification task perfor-
mance changes are also small compared to
SberQUAD and FactRuEval tasks. This can be ex-
plained by the nature of the task: Xu et al. (2020b);
Marivate and Sefara (2020) show that text classi-
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Architecture Training data  M'(T{,) M'(Vi,) M'(Vig) A
BERT-FC original 0.99 0.85 0.85 -
BERT-FC sanitized 0.98 0.82 0.40 -0.45
BERT-FC pseudonimized 0.99 0.81 0.76 -0.09
BERT-BiLSTM original 0.96 0.75 0.77 -
BERT-BiLSTM sanitized 0.93 0.77 0.15 -0.62
BERT-BiLSTM pseudonimized 0.95 0.70 0.61 -0.16
w2v-CNN-BiLSTM original 0.89 0.70 0.69 -
w2v—-CNN-BiLSTM sanitized 0.83 0.72 0.12 -0.57
w2v—-CNN-BiLSTM pseudonimized 0.77 0.55 0.46 -0.23

Table 4: Results for different architectures for FactRuEval dataset. Higher A is better.

fication task is robust to different kinds of noise,
including word substitution, which is close to our
anonymization procedure.

Results on SberQuAD dataset confirm our hy-
pothesis that consistent anonymization is impor-
tant for question answering: difference between
pseudonymized and sanitized data is higher than in
previous experiments. About 28% of the dataset
was kept intact by anonymization and therefore per-
formance drop for anonymized instances will be
even larger.

The largest difference in performance between
models trained on sanitized and pseudonymized
data is in FactRuEval dataset. This difference can
be attributed to the annotation schema and nature
of the task: Bernier-Colborne and Langlais (2020)
showed that that NER models rely more on entity
text and less on the entity context. This intuition
explains performance drop for models trained on
sanitized data: they have not seen any real entities
during training and can find entities based only on
the context during the evaluation on the original
data. However, models trained on pseudonymized
data are able to generalize from synthetic entities
to real ones.

Our experiments suggest that task, data and an-
notation schema impact downstream task model
sensitivity to data anonymization.

4.5 Impact Of The Downstream Model
Architecture

In lieu of the current NLP state, we perform most of
our experiments using BERT-based models. How-
ever, we also explore how anonymization impacts
end task performance for different model architec-
tures. We choose FactRuEval dataset for this ex-
periment because in prior experiments we showed
that it is more sensitive to data anonymization. We
use three popular NER architectures:

BERT-FC is a vanilla BERT for token classifi-
cation model (Devlin et al., 2019), both pre-trained
layers and projection layer are fine-tuned during
training. We use RuBERT initialization trained by
Kuratov and Arkhipov (2019) in all experiments
because it performed the best on the original data
in all experiments.

BERT-BiLSTM is an architecture with the 2-
layer bidirectional LSTM applied on top of BERT
embeddings. During training, BERT parameters
are frozen and only LSTM layers are tuned. We
use the same RuBERT initialization.

w2v—CNN-BiLSTM is a popular architecture
that uses fixed word embeddings together with
character embeddings to encode each token and
BiLSTM on top of them to encode context. We use
word embeddings trained by Grave et al. (2018)
and keep them frozen during training due to the
small size of the training corpus.

We provide results in Table 4. As in subsec-
tion 4.4, pseudonymization enjoys lower perfor-
mance drops for all architectures. We notice that
performance drops for BERT-based models are
lower. This can be explained by the number of
OOV words that generates our pseudonymization
procedure: synthetic names or addresses are ran-
domly sampled from the large dictionaries, so they
are mostly not present in the embeddings table
even for large pre-trained word embeddings. We
calculated that only 38% of all names and 15% of
all surnames from our dictionaries are present in
the pre-trained embeddings. Our results support
the claim made by Hendrycks et al. (2020), who
showed that pre-trained transformers are more ro-
bust to distribution shifts.

5 Suggestions To Practitioners

Our experiments highlight several characteristics
of anonymization procedure, downstream task and
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model architecture that should be taken into ac-
count when using anonymized data for training
NLP models. Our suggestions are as follows:

1. Noise-robust downstream tasks are also robust
to anonymization.

2. Downstream tasks that do not require rea-
soning over named entities are robust to
anonymization.

3. Downstream tasks that require reasoning
over named entities also require coherent
pseudonymization to maintain data consis-
tency.

4. Pseudonymization works better than sanitiza-
tion, although it is more difficult to develop.

5. Transformer-based models generalize the best
between original and anonymized data.

6 Conclusions And Future Work

In this work, we consider the practical side of
anonymizing unstructured documents while simul-
taneously preserving their utility for different down-
stream tasks. New policies regarding personal data
make privacy research a more important topic over
the years. We anticipate that in the near future
de-identification of sensitive data before training
will become a necessity. We hope our work will
pave the way for investigating broader impact and
limitations of free-form text anonymization.

We demonstrate that pseudonymization mostly
preserves data utility for different extractive NLP
tasks. We show it is possible to achieve close
results with the model trained only on the de-
identified data. However, it is not yet clear whether
our results transfer to generative tasks and more
complex settings, for example, scenarios with mul-
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