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Abstract

India is one of the richest language hubs on
the earth and is very diverse and multilingual.
But apart from a few Indian languages, most of
them are still considered to be resource poor.
Since most of the NLP techniques either re-
quire linguistic knowledge that can only be de-
veloped by experts and native speakers of that
language or they require a lot of labelled data
which is again expensive to generate, the task
of text classification becomes challenging for
most of the Indian languages. The main objec-
tive of this paper is to see how one can bene-
fit from the lexical similarity found in Indian
languages in a multilingual scenario. Can a
classification model trained on one Indian lan-
guage be reused for other Indian languages?
So, we performed zero-shot text classification
via exploiting lexical similarity and we ob-
served that our model performs best in those
cases where the vocabulary overlap between
the language datasets is maximum. Our exper-
iments also confirm that a single multilingual
model trained via exploiting language related-
ness outperforms the baselines by significant
margins.

1 Introduction

Text classification is the task of assigning pre-
defined categories to free-text documents with
the use of natural language processing (NLP).
Here, the classifier is fed a text and it returns a
category based on the content. For the purpose
of this paper, the task is to classify whether a
piece of news article is regarding sports or not.
This process of assigning tags or categories to
text according to its content helps businesses
automatically structure and analyze text quickly
and cost-effectively to automate processes and
enhance data-driven decisions. With the growth
of the Internet around the world, users write
comments in different languages. But the majority
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of current classification systems still address only
a single language, mainly English (Dashtipour
et al., 2016). This increases the risks of missing
essential information in texts written in other
languages. Also, training these systems require
substantial amounts of annotated datasets, which is
again an arduous task for many languages. Same
is the case with Indian languages. Despite having
a very large number of native speakers, most of the
Indian languages are still considered to be resource
poor. There are not enough datasets available in
most of the domains. Therefore, the task of text
categorization becomes challenging for Indian
languages.

Therefore, in order to classify data in differ-
ent languages, multilingual text classification
techniques are the need of the hour. Training a
multilingual model would refrain us from training
a separate model for different languages and it also
helps the system in better learning by means of
parameter sharing. This approach mainly works
by combining all the data in hand and studies
in machine translation (MT) have shown that
multilingual learning is not much efficient in
case of unrelated languages (Kudugunta et al.,
2019; Kunchukuttan and Bhattacharyya, 2020).
But this is not the case with Indian languages.
Underlying the vast diversity in Indian languages
are many commonalities. Because of contact
over thousands of years, most of the Indian
languages have undergone convergence to a large
extent (Sridhar, 1981). These languages share
many common words which have the same root
word and meaning. However, they use different
scripts derived from the ancient Brahmi script
(Kunchukuttan and Bhattacharyya, 2020), but
correspondences can be established between
equivalent characters across different scripts. So,
the main question arises whether we can benefit
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from the relatedness found in between Indian
languages? By relatedness, we refer to languages
that exhibit lexical and structural similarities on
account of sharing a common ancestry.

Thus, in this work, we put our efforts in ex-
ploring the zero-shot as well as multilingual text
classification via exploiting lexical similarity of
Indian languages. For zero-shot classification,
we are proposing the efficient way of reusing a
classification model trained on one language on
some other Indian language. In addition to this,
we also tackled the problem of deciding which
language model to use for zero-shot classification
for a particular test language. Our results confirm
that maximum accuracy is achieved in those
cases where the vocabulary overlap between
the two language datasets is maximum. For
efficient multilingual text classification, we are
exploiting the lexical similarity via two techniques
namely unified transliteration and subword
segmentation. Our experiments also confirm
that in case of low resource related languages,
multilingual models achieve better accuracy than
the baseline models.

This paper is further divided into 5 sections.
Section 2 discusses related work in this area.
Section 3 elaborated the methodology behind the
different techniques and experiments. Section 4
elaborates the experimental details including the
dataset preparation, dataset pre-processing and the
experimental setup for training our models. All the
results and analysis have been discussed in Section
5. Section 6 talks about conclusion and possible
future work.

2 Related Work

One of the main problems in multilingual classifi-
cation is the significant lack of resources (Balahur
and Turchi, 2012). Thus, analysis in multiple
languages is often addressed by transferring
knowledge from resource-rich to resource-poor
languages (Denecke, 2008), because there are
no resources available in other languages. Much
of the work in subjectivity analysis has been
applied to English data, though work on other
languages is growing: e.g., Japanese data are
used in (Kobayashi et al., 2004; Suzuki et al.,
2006; Kanayama and Nasukawa, 2006), German
data are used by Kim and Hovy (2006b). Lexical
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approaches for sentiment analysis necessitate
language specific lexical and linguistic resources.
Generating these resources is very time consuming
and often requires a lot of manual work. Methods
have been developed for the mapping of subjec-
tivity lexicons to other languages. To this aim,
Kim and Hovy (2006a) use a machine translation
system and subsequently use a subjectivity analysis
system that was developed for English to create
subjectivity analysis resources in other languages.

Another approach in obtaining subjectivity
lexicons for other languages than English was
explored by Banea et al. (2008b). In this work,
authors attempt to leverage on the resources
available for English and, by employing machine
translation, generate resources for subjectivity
analysis in other languages. This paper introduces
a method for creating a subjectivity lexicon
for languages with scarce resources. Further
on, another approach to building lexicons for
languages with scarce resources is presented by
Banea et al. (2008a). This method is able to build
a subjectivity lexicon by using a small seed set
of subjective words, an online dictionary, and a
small raw corpus, coupled with a bootstrapping
process that ranks new candidate words based
on a similarity measure. Machine translation
for multilingual text classification has also seen
attention from researchers. The approach is to use
a machine translation system to translate texts in
other languages into English : the text is translated
from the original language into English, and then
English-language resources such as SentiWordNet
are employed (Denecke, 2008). Kanayama et al.
(2004) translated only sentiment units with a
pattern based approach.

Balahur and Turchi (2014) used uni-grams,
bi-grams and tf-idf features for building support
vector machines on translated text. Boyd-Graber
and Resnik (2010) built Latent Dirichlet allocation
models to investigate how multilingual concepts
are clustered into topics. Translation systems,
however, have various problems, such as sparse-
ness and noise in the data (Balahur and Turchi,
2012). Sometimes, the translation system does not
translate essential parts of a text, which can cause
serious problems, possibly reducing well-formed
sentences to fragments. Therefore, we put our
efforts for training a multilingual classifier without
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Figure 1: Multilingual Text Classification Pipeline

the use of existing machine translation systems.

3 Methodology

India is known as the land of many tongues
(Kunchukuttan and Bhattacharyya, 2020). There is
no single language called “Indian”. India speaks
hundreds of languages and dialects (Sengupta and
Saha, 2015). Some are extinct, while some are
still in use with considerable speakers. Despite
having a lot of different scripts, most of the In-
dian languages still share a lot of lexical features
and common words which have the same root and
meaning which can be utilized to help improve
the quality of zero-shot as well as text classifica-
tion systems trained on them. So, in this paper we
propose our technique of performing zero-shot clas-
sification via exploiting the language relatedness.
Also, we investigate how multilingual classification
models perform in case of Indian languages. To do
this efficiently, we exploited the lexical similarity
via two techniques namely unified transliteration
and subword segmentation.

3.1 Exploiting Lexical similarity

Unlike the original multilingual text classification
techniques which mostly aim at transfer learning
via parameter initialisation i.e. learning from one
high resource language and then transferring knowl-
edge to some low resource language, we are ex-
ploiting lexical similarity between related Indian
languages via parameter sharing. For this, we com-
bined the two different approaches namely unified
transliteration and subword segmentation to ensure
that there is sufficient overlap between the vocabu-
laries of the related Indian languages datasets.

3.1.1 Unified Transliteration

Since the languages involved in the models have
different scripts, the data processing should help to
map them into a common single script. So here, we
transliterate all the Indian languages into a common
Devanagari script (which in our case is script for

21

Hindi) to share the same surface form (Kunchukut-
tan and Bhattacharyya, 2020). This unified translit-
eration is a string homomorphism, replacing char-
acters in all the languages mentioned above with
Hindi characters (script conversion to Devanagari)
or consonant clusters independent of context.

3.1.2 Subword Segmentation

Despite sharing a lot of cognates, Indian languages
do not share many words at their non-root level.
Therefore, the more efficient approach is to exploit
Indian languages at their sub-word level which will
ensure more vocabulary overlap. Therefore, we
are converting every word to sub-word level using
the very well known technique Byte Pair Encod-
ing (BPE) (Sennrich et al., 2015). This technique
is applied after the unified transliteration in order
to ensure that languages share same surface form
(script). BPE units are variable length units which
provide appropriate context for translation systems
involving related languages. Since their vocabular-
ies are much smaller than the morpheme and word
level models, data sparsity is also not a problem. In
a multilingual scenario, learning BPE merge rules
will not only find the common sub-words between
multiple languages but it also ensures consistency
of segmentation among each considered language
pair.

3.2 Zero-Shot Text Classification

There are many languages in India and one can
not expect annotated data available in all of the
the domains for all of the languages. So in zero-
shot text classification, the model can classify any
text between given labels without any prior train-
ing data. For performing it efficiently for Indian
languages, we are using the vocabulary overlap
technique as discussed in Section 3.2.1. From our
experiments, we noticed that the zero-shot clas-
sification performs best in those cases where the
vocabulary overlap is maximum between the dif-
ferent language datasets. That model will perform
best on that language, which is most similar to the



Language pa gu mr or bn ta te ml kn

pa - 67.87 71.34 58.35 5577 3855 6127 54.16 61.87
gu 41.54 - 88.85 70.84 61.21 4645 75.02 65.60 7590
mr 18.32 37.28 - 35.08 2836 5534 70.35 59.27 76.14
or 32.27 64.02 75.53 - 60.30 50.21 67.46 67.35 69.57
bn 4277 76.70 84.69 83.61 - 46.89 70.98 6643 7545
ta 11.75 23.13 65.68 27.67 18.63 - 7523 7943 77.24
te 1846 3693 82.52 36.74 27.88 74.35 - 82.00 92.77
ml 14.11 2792 60.12 31.73 2257 67.89 7091 - 77.81
kn 11.80 23.65 56.54 2399 18.76 4833 58.73 56.97 -

Table 1: Vocabulary Overlap Matrix

training language dataset using vocabulary overlap
technique. The method of calculating vocabulary
overlap matrix is explained in the further subsec-
tion.

3.2.1 Vocabulary Overlap

We calculated similarity scores for each language
based on vocabulary overlap by considering other
language training data as monolingual data. Vo-
cabulary Overlap provides a crude measure of sur-
face form similarity between two languages. It is
efficient to calculate, and is often quite effective,
especially for low-resource languages. Here, we
use the number of tokens that two languages share
to measure the similarity between them. First, we
transliterated each language to a common script, in
our case it is Devanagari script and then all the to-
kens were converted into their respective subwords.
After that score was calculated using the percent-
age of the common tokens in the two languages
as:

|Token;; N Tokenys|

100
|Token | i

vocab(y_jz) =

The details of the vocabulary overlap matrix is
shown in Table 1.

3.3 Multilingual Text Classification

We trained a Multilingual model, which is a
single model that can handle multiple languages
simultaneously. This would circumvent having
to train a monolingual model for every single
Indian language. One example in our case would
be to classify whether a piece of news article is
regarding sports or not. Using a regular Machine
learning or Deep learning model, we would be able
to classify only Punjabi language sports articles but
not articles written in other Indian languages say
Marathi. But if we use a multilingual model, we
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would be able to classify news articles in Punjabi,
Marathi and multiple other Indian languages. Our
results also prove that multilingual models achieve
better performance than monolingual models,
especially for low-resource languages. This could
be the ability to learn not just from the training
data of the language in question, but also from
other language datasets.

But we noticed that this learning is not much
efficient in case of the languages that don’t show
any kind of relatedness. But on the other hand,
Indian languages exhibit a lot of lexical and
structural similarities on account of sharing a
common ancestry. It is therefore important to
utilize the lexical similarity of these languages
to build systems by combining all the related
languages. For the scope of this paper, we have
trained 2 kinds of multilingual models. One with
the training data of all the languages combined
in their respective scripts and the other in which
all the languages are first transliterated into one
common script, in our case in Devanagari and then
they are combined. To the best of our knowledge,
this is the first time when someone has exploited
the lexical similarity found in between Indian
languages by using the techniques of unified
transliteration and subword segmentation for the
task of text classification. The pipeline is shown in
Figure 1.

4 Experiments

4.1 Dataset

We have used IndicNLP News Article Classifica-
tion Dataset (Kunchukuttan, 2020) for performing
our experiments. This classification dataset com-
prises news articles and their categories for 9 dif-
ferent Indian languages. The dataset is balanced



Language pa gu mr or bn ta te ml kn
pa - 64.88 7297 56.69 5496 5528 56.75 55.13 57.79
gu 64.78 - 7410 61.44 6151 5431 6656 60.19 68.00
mr 58.60 60.66 - 59.20 5946 55.60 64.88 53.78 69.29
or 58.53 6943 7443 - 65.06 46.34 52.57 5528 70.53
bn 4940 56.47 63.79 56.22 - 47.13 5491 51.68 53.24
ta 46.03 54.44 59.28 5272 55.78 - 57.82 64.96 55.49
te 58.31 58.53 6247 57.57 60.21 61.03 - 59.04 74.65
ml 52.60 56.03 58.50 55.10 62.44 5851 63.21 - 75.78
kn 56.13 6949 69.49 63.19 6562 60.06 72.63 58.52 -
Table 2: Results of Zero-Shot Text Classification
Model pa gu mr or bn ta te ml kn
Baseline 93.69 95.01 93.97 9545 9426 95.82 96.05 92.48 94.15
Multilingual
without 95.82 96.66 95.84 96.77 9523 97.17 96.94 94.36 94.72
Transliteration
Multilingual
with 97.66 98.77 97.49 97.10 9646 97.77 98.33 95.83 96.99
Transliteration

Table 3: Experimental results of all compared models.

across different classes. There were a lot of classes
that were not common to all the languages. Since
the task in hand was to classify whether a piece of
news article is regarding sports or not, we discarded
all the other classes other than sports. For creat-
ing this dataset, negative examples were uniformly
taken from the rest of the classes. The new dataset
contains 1360 training and 160 test examples for
each language. The languages used in our dataset
are Punjabi (pa), Gujarati (gu), Marathi (mr), Odia
(Or), Bangla (bn), Tamil (ta), Telugu (te), Malay-
alam (ml) and Kannada (kn).

4.2 Dataset Preprocessing

We noticed that the dataset contains a lot of punc-
tuation, so we used manually created regex for
cleaning the entire corpora. For all of our our exper-
iments, we have taken an equal number of training
sentences from all the languages in order to main-
tain uniformity while training multilingual models.
We have used the Indic NLP library(Kunchukuttan,
2020) for tokenization and normalization as our
pre-processing steps. Also, to make sure that all
the languages share the same surface form and have
sufficient vocab overlap, we again used Indic NLP
library (Kunchukuttan, 2020) for unified transliter-
ation and subword segmentation.

23

4.3 Training Details

The dataset was split into a ratio of 4:1 for the pur-
pose of training and testing. All of our experiments
were performed using 5-fold cross-validation. We
used an embedding layer followed by a Bidirec-
tional LSTM layer followed by a dense layer. The
embedding size was set to 128 and 128 hidden units
were used in the LSTM layer. All the models were
trained for 20 epochs with a batch size of 64. All
of the experiments were performed using Keras li-
brary (Chollet et al., 2015) with Tensorfow (Abadi
et al., 2015) as its backend.

5 Results and Analysis

Table 2 shows the results of zero-shot text
classification on various languages. We can see
that the maximum accuracy is achieved in those
cases where the vocabulary overlap between the
training and the monolingual dataset is maximum.
For eg, Marathi model will perform best on the
Punjabi test set due to maximum overlap. This can
be confirmed from our vocabulary overlap matrix
shown in Table 1. The reason is that most of the
Indian languages share a lot of common sentiment
bearing words and we exploit this using converting
everything into same script and every word to its
component subwords.



Table 3 shows the results of baselines as
well as our multilingual models. We can see
from the table that both the multilingual models
outperform the baseline models. The reason is
the ability to learn not only from its own dataset,
but also from the other related languages present
in the dataset. The best accuracy is achieved
in the case where we apply the technique of
unified transliteration and subword segmentation.
The reason as explained above is the increase
in vocabulary overlap which further increases
the accuracy as compared to the first case. So,
we can observe that in both the cases, we have
benefitted from the lexical similarity found in
Indian languages.

6 Conclusions and Future Work

In this work, we explored effective methods to
exploit lexical similarity between related Indian
languages in order to improve the quality of classi-
fication systems on low resource Indian languages.
Our results confirm that a model trained on one
Indian language can be reused for another Indian
language and will provide good results if there is
a significant vocabulary overlap between the two
datasets. We also proved that for low resource In-
dian languages, multilingual models outperform
the baseline models. The reason is the ability to
learn not just from the training data of the lan-
guage in question, but also from the other language
datasets. Unified Transliteration and Subword Seg-
mentation further increase the accuracy by increas-
ing the vocab overlap among the datasets. Also,
to get more increase in accuracy, one can try with
large size datasets. For future work, we will try to
apply this technique to other NLP related tasks for
Indian languages.
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