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Abstract

Natural language understanding is an impor-
tant task in modern dialogue systems. It be-
comes more important with the rapid exten-
sion of the dialogue systems’ functionality. In
this work, we present an approach to zero-shot
transfer learning for the tasks of intent clas-
sification and slot-filling based on pre-trained
language models. We use deep contextualized
models feeding them with utterances and natu-
ral language descriptions of user intents to get
text embeddings. These embeddings then used
by a small neural network to produce predic-
tions for intent and slot probabilities. This ar-
chitecture achieves new state-of-the-art results
in two zero-shot scenarios. One is a single lan-
guage new skill adaptation and another one is
a cross-lingual adaptation.

1 Introduction

Dialogue systems become more and more popular
in everyday life. A dialogue system has two main
language understanding tasks which are of key im-
portance for any skill: user intent recognition and
information extraction from user input. The former
task traditionally is interpreted as a classification
problem, since the possible intents list assumed to
be given. The latter task is formulated as slot fill-
ing, i.e. extraction of a text span considered to be a
slot value. With dialogue systems becoming more
popular their functionality is also growing in terms
of both skills available to use and languages their
functionality is accessible in. The rapid growth en-
tails lack of usage data for the new skills and new
languages and causes the lists of intents and slots to
be dynamic thus make classical approaches inappli-
cable. We consider these newly emerged scenarios
and demonstrate that our approach is well suited for
both. In the first scenario, there are several known
domains and a few unknown domains. The second
scenario contains skills with training data for one

language (English) and only test data for two other
languages (Spanish & Thai).

In this paper, we present a new architecture
which is based on pre-trained language models,
like BERT (Devlin et al., 2019), and uses a small
“head” (i.e. a neural network using the embeddings
from the language models as input) evaluated in
two scenarios: zero-shot single language natural
language understanding on Schema-Guided Dia-
log dataset (Rastogi et al., 2019) and zero-shot
cross-lingual natural language understanding on
Multi-lingual Task-oriented Dialog dataset (Schus-
ter et al., 2019). For the Schema-Guided Dialog
dataset, there is a baseline described alongside the
dataset which is evaluated in the zero-shot trans-
fer learning setup. It is using deep contextualized
embedding model (BERT) to embed the utterances
and natural language descriptions for the slots and
intents. Another approach was presented in (Ruan
et al., 2020), where the authors present a system
based on the baseline with an addition of hand-
crafted context features. Our model is also close
to this baseline with some important differences
(described in section devoted to our approach) al-
lowing it to outperform both previously presented
approaches. For the Multi-language Task-oriented
Dialog dataset there are also published baselines
in zero-shot cross-lingual transfer setup described
alongside the dataset. The authors train a whole
machine translation system to make embeddings of
utterances and use them for prediction in both tasks.
Another approach proposed in (Liu et al., 2019b),
where the authors use combination of recurrent
neural network and latent variable model. Also
an approach was presented in (Liu et al., 2020).
The authors use BERT model to embed utterances
and use special context gate for prediction in both
tasks. We also use a pre-trained language-model to
embed natural language descriptions of slots and
intents and to achieve state of the art results in the
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zero-shot scenario.

Formal contribution of this paper is four-fold: we
present a new model architecture for (1) zero-shot
intent classification and (2) zero-shot slot filling
which with usage of appropriate embedding model
achieves a new state of the art results on (3) cross-
skill and cross-domain transfer and on (4) cross-
language transfer.

2 Related Work

There are several baseline systems for MTD which
we describe here, while baseline systems for SGD
are described alongside our model in the specific
section below. One baseline system (Multi. CoVe)
presented in (Schuster et al., 2019) is based on deep
contextualized embedding model CoVe (McCann
et al., 2017). This system is using bidirectional
LSTM (Hochreiter and Schmidhuber, 1997) over
CoVe embeddings with CRF for slot prediction and
an attention mechanism for intent recognition. This
system has a variant with usage of an autoencoder
for produced embedding refinement (Multi. CoVe
w/ auto). (Liu et al., 2020) are using the same
design as Multi. CoVe with other embedding mod-
els, namely multilingual BERT and XIL.M (Lam-
ple and Conneau, 2019), this approach is called
Transformer-MLT. In this work is also presented
adaptation of RCSLS model (Joulin et al., 2018)
used as an embedding one, which aligns word em-
beddings with help of retrival loss (RCSLS-MLT).
The authors of (Liu et al., 2019b) are using slightly
different approach. Their system is using cross-
lingually aligned word embeddings, they are fed
into bidirectional LSTM, which output is used by
attention mechanism for intent recognition and by
a latent variable model for joint slot and intent pre-
diction. In the work (Schuster et al., 2019) also
presented another baseline called Translate Train.
This system is using direct alignment of word to-
kens to fed this alignment into CRF for prediction.

There are models which use contextualized rep-
resentations for natural language understanding in
different setups. An approach to slot filling called
Zero-Shot Adaptive Transfer described in (Lee and
Jha, 2019). A model takes an utterance and natural
language description of a slot and produces BIO-
encoding of the utterance, i.e. points to the span,
containing the value. To contextualize the word
representations authors use bidirectional recurrent
neural network. Another approach is presented in
(Xu et al., 2020), where the authors use multilin-

gual BERT as embedding model and predict jointly
slots and intents with additional refinement task of
data source prediction.

Deep contextualized embeddings, especially
BERT, have been used for intent classification and
slot filling tasks in other setups, e.g. (Chen et al.,
2019; Chao and Lane, 2019; Zhang et al., 2019;
He et al., 2020), where authors consider classic
setup with shared slots and intents for train and
test. There were also other works focused on zero-
shot modeling (Bapna et al., 2017; Xia et al., 2018;
Shah et al., 2019), domain adaptation and trans-
fer learning techniques (Rastogi et al., 2017) in
recent years. Deep learning based approaches have
achieved state of the art performance on dialogue
state tracking tasks. Popular approaches on small-
scale datasets estimate the dialogue state as a dis-
tribution over all possible slot-values (Henderson
et al., 2014; Wen et al., 2017) or individually score
all slot-value combinations (Mrksié et al., 2017,
Zhong et al., 2018). Such approaches are not prac-
tical for deployment in virtual assistants operating
over real-world services having a very large and
dynamic set of possible values. Addressing these
concerns, approaches utilizing a dynamic vocab-
ulary of slot values have been proposed (Rastogi
et al., 2018; Goel et al., 2019; Wu et al., 2019).

3 Task Description and Datasets

We consider two independent scenarios in this
work, although they share an important feature:
zero-shot transfer learning. The first scenario is a
cross-skill and cross-domain transfer which is eval-
uated on Schema-Guided Dialog (SGD) dataset. It
is formulated as follows: in each domain, there are
one or more skills. Each skill has its intents and
slots described. Also a skill could share an intent
and/or a slot with another skill, but in general case,
they are not sharing anything. To complicate things,
in the dataset there is a domain (Alarm) which is
presented only in the development set, but not in
the train set.

The second scenario is a cross-lingual transfer
and is evaluated on Multi-language Task-oriented
Dialog dataset (MTD) dataset. Each skill presented
in the dataset is described (to a reasonable extent)
identically in all three languages. So a system could
be trained on one language and evaluated on the
other two languages.
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Schema-Guided Dialog

Schema-Guided Dialog dataset is described in (Ras-
togi et al.,, 2019). This dataset contains task-
oriented dialogues in different domains. Each
skill has a so-called schema, which contains one-
sentence descriptions of slots and intents used in
this skill. Each dialogue has slots and intents
marked up. It is important to mention that domain
could be represented by more that one skill, e.g. a
person could rent a car using two different services.
The skill in one domain could be split into train and
dev sets. Another important feature of this dataset
is that it contains multi-domain conversations. The
general statistics for this dataset is presented in
Tab. 1. Additional statistics on the cross-domain
dialogues distribution is presented in Tab. 2.

Single-domain ~ Multi-domain Combined
Dialogues | 5,403/836 10,739/1,646 16,142/2,482
Utterances | 82,588/11,928 247,376/36,978  329,964/48,726
Slots | 201/134 214/132 214/136
Domains 14/16 16/15 16/16
Skills | 24/17 26/16 26/17
Intents | 35/28 37/26 37/28

Table 1: Summary statistics of the Schema-Guided Di-
alog dataset. Train/Dev values are separated with slash.

Domain | #Intents #Dialogs || Domain | #Intents #Dialogs
Alarm 2(1) 37 Movie 4(2) 1758
Bank 4(2) 1021 Music 4(2) 1486
Bus 4(2) 2609 RentalCar | 4(2) 1966
Calendar | 3 (1) 1602 Restaurant | 4 (2) 2755
Event 5() 3927 RideShare | 2(2) 1973
Flight 8(3) 3138 Service 8(4) 2090
Home 2(1) 1027 Travel 1(1) 2154
Hotel 8 (4) 3930 || Weather 1(1) 1308
Media 4(2) 1292

Table 2: The number of intents (services in parenthe-
ses) and dialogues for each domain in the train and dev
sets. Multi-domain dialogues contribute to counts of
each domain. The domain Service includes salons, den-
tists, doctors etc.

Multi-turn Task-oriented Dialog

Multi-turn Task-oriented Dialog dataset is de-
scribed in (Schuster et al., 2019). This dataset
consists of dialogues in three different languages,
specifically English, Spanish, and Thai. The dia-
logues share semantics for intents and slots across
the languages, which makes it possible to formu-
late a zero-shot cross-lingual task, i.e. a model
could be trained on one language and evaluated
on another language without any additional train-
ing. The semantics, in this case, is represented by

one-sentence description for slots and intents. This
dataset contains only one skill per domain and no
multi-domain dialogues. The general statistics for
this dataset is presented in Tab. 3. For this dataset,
there is published train/validation/test split, which
we follow in our experiments.

English Spanish Thai
Utter-s | 30,521/4,181/8,621  3,617/1,983/3,043  2,156/1,235/1,692
Slots 11 11 11
Dom-s 3 3 3
Intents 12 12 12

Table 3: Summary statistics of the Multi-turn Task-
oriented Dialog dataset. Note that the slot type date-
time is shared across all three domains and therefore the
total number of slot types is only 11. Train/Dev/Test
values are separated with slash.

4 Instruction Following BERT

We think of the natural language descriptions of in-
tents and slots as instructions for a model to follow
in order to achieve a result, which is either intent
classification or slot filling. We base our approach
on BERT-like models, especially their contextu-
alization ability, and we show that these models
could solve both parts with a small help of an ad-
ditional simple module. We add to the pre-trained
language-models a recurrence module for intent
classification task and a feed-forward module for
slot filling one. We call our approach Instruction
Following BERT (InFoBERT).

4.1 BERT Model

To better present our work we start with brief de-
scription of the Bidirectional Encoder Representa-
tions from Transformers (BERT) model described
in (Devlin et al., 2019). The modules in it are in-
terconnected, so the model has access to the whole
sequence at once. BERT model has a specific train-
ing procedure, which consists of two tasks: next
sentence prediction and masked language mod-
eling, that requires the model to use specific to-
kens, like [SEP] which separates different sen-
tences in the text sequence, [CLS] which requires
a model to make a decision (binary in the origi-
nal setup), or [MASK] which hides a particular
token from model input, so model is required use
a context to perform a prediction of a masked to-
ken. The usage of these special tokens in train-
ing procedure is illustrated in Fig. 1. We have
experimented with BERT and several derivative
models, namely RoBERTa (Liu et al., 2019a) and
ToD-BERT (Wu et al., 2019) for SGD dataset and
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multilingual BERT, XILM (Lample and Conneau,
2019), XLM-RoBERTa (Conneau et al., 2020), and
Language-Agnostic BERT Sentence Embedding
(Feng et al., 2020) for MTD one.
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Figure 1: BERT training setup. The figure adopted
from (Devlin et al., 2019).
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4.2 Intent Classification

For each skill, there is a known list of possible
intents, and each intent is accompanied with a nat-
ural language description. To represent rejection in
the classification we add special intent “NONE”,
for which we use a separate description. This de-
sign is close to previous art for SGD. Although
(Rastogi et al., 2019) system ignores a dialog his-
tory entirely, and (Ruan et al., 2020) system uses
only hand-crafted history-based features. While
our approach takes into account whole dialogue
history using a recurrent neural network which is
fed by a sequence of [CLS] token embeddings
from all the utterances (including system ones).
We denote [CLS] token embedding for i-th ut-
terance as u;**%, and ;"™ RNN output vector
for this input. More formally: {45}, =
RNN ({ufS ¢;_1}™ ), where ¢; is a state of the
recurrent module on ¢-th step, and n is a number of
utterances in a dialogue.

We denote I ]CLS [CLS] token embedding from
j-th intent description. To obtain the logits for
possible intents, we compute dot-product between
utterance vector representation and intent vector
representation and normalize obtained scores using
softmax (SM) function. More formally: Pitent —
SM({(@;%°) " - ISS | j = 0..m}), where m is a
number of the intents in a skill, and I is reserved
for “NONE” intent. The output logits are fed into
conditional random field to incorporate further in-
tent usage statistics.

To make the model more robust we use a Gaus-
sian noise in form of d.,,;, normal distributions
with zero mean and zero covariance adding it to all
the embedding outputs of a language model. d..,p
is an output language model embedding size.

4.3 Slot Filling

Generally, a slot has no list of possible values avail-
able, we call such slot the non-categorical one. In
a case where the list of possible values is available,
the slot is called categorical. MTD dataset contains
only non-categorical slots, while SGD dataset con-
tains both types. In this work we concentrate only
on the non-categorical slots since they are more
general and presented in both datasets we consider.
The task is to extract a value from an utterance rep-
resented as a sequence of tokens, so the extracted
value will be a span.

We denote skCLS an embedding of [CLS] to-
ken for k-th slot description. Then to compute
probability distributions for an utterance tokens

(uy | | = 1..L) to be a start (P;*°*37%) or an end
Pk,start .
i

(P9 of a span we compute:
AR e

i = SM({ug - Wena - 537 | I = 1..L}),
where L is an utterance length, We+ and We,,q
are trainable matrices. It is important to mention,
that these matrices are the only additional weights
we use to perform the task.

To train the model for non-categorical slots ex-
traction we use classic cross-entropy loss, summing
it over all possible slots and utterances.

To make the model more robust we add slot-
value dropout. This technique is related to one
described in (Xu and Sarikaya, 2014), but in our
work we are replacing the whole value span with

[MASK] tokens thus requiring the model to rely
on the value context.

Our setup is close to previous art for SGD. Our
approach differs on the one hand from (Ruan et al.,
2020) with usage of additional matrices for start
and end token prediction, and on the other hand
from (Rastogi et al., 2019) with usage of only one
matrix for each prediction, while the baseline is
using two matrices. Both these approaches do not
use slot-value dropout.

5 Experiments

We conduct experiments on two datasets, described
in the section devoted to the datasets. For both SGD
and MTD datasets we measure quality for tasks of
intent classification and non-categorical slots ex-
traction in the zero-shot scenario. To measure the
intent classification quality, we use accuracy met-
ric, due to a model has a dynamic list of intents to
choose from. To measure the slot extraction quality
we use FI metric, which allows us to measure both
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Single-dom. Combined

Model Int. SL. Int. SL
InFoBERT-B 0.890 0.899 | 0.879 0.903
InFoBERT-R 0954 0.959 | 0.940 0.925
InFoBERT-T 0.982 0.965 | 0.955 0.967
(Ruan et al., 2020) N/A N/A | 0948 0.983
(Rastogi et al., 2019) | 0.748 0.883 | 0.773 0.891

Table 4: Schema-Guided Dialog dataset. Intent classi-
fication accuracy and Slot tagging F1 measure.

the precision and recall of a slot detection.

In our experiments we use LSTM as a unit of the
recurrent module in the intent classification task.
We use one layer with hidden size equal to the
output embedding size of a underlying language
model throughout all the setups.

In our experiments on the SGD dataset we mea-
sure quality only for intents and slots not present
in the original training set. To conduct the exper-
iments on the SGD dataset we use BERT (Devlin
et al., 2019) as an embedding model, specifically
BERT-base variant for both tasks (InFoBERT-B);,
and RoBERTa (Liu et al., 2019a) model, specifi-
cally RoBERTa-large for intent classification and
RoBERTa-base for slot filling (InFoBERT-R). We
also use ToD-BERT (Wu et al., 2020) model de-
noting it InFoBERT-T. For the slot filling task the
slot-value dropout probability of 0.35 was used.
Since there were no explicitly presented metrics
we measure in the original SGD paper, we repro-
duce their results using publicly available code'.
The results are presented in Tab. 4. As one could
see from the table InFOBERT-T outperforms both
the baselines in the combined domain intent recog-
nition task. Unfortunately, (Ruan et al., 2020) did
not presented results for single domain task, but
basing on our experiments we expect the results for
their model would be close to presented ones.

In our experiments on the MTD dataset we use
English data as training set and Spanish & Thai data
as a validation and test sets. For the MTD dataset
we use multilingual BERT (Devlin et al., 2019)
as an embedding model (InFoBERT-M), XIL.M
(Lample and Conneau, 2019) model (InFoBERT-
X), XLM-RoBERTa (Conneau et al., 2020) model
(InFoBERT-XR), and Language-Agnostic BERT
Sentence Embedding (Feng et al., 2020) model
(InFoBERT-L). The noise standard deviation was
set to 0.1 for InFOBERT-M model and to 0.01 for

'nttps://github.com/google-research/
google-research/tree/master/schema_
guided_dst

InFoBERT-X one. For the slot filling task the slot-
value dropout was used with two probabilities 0.2
and 0.35. The results are presented in Tab. 5. In
the table there are results named “Translate Train”.
This is a special setup considered as a strong base-
line. In this setup English data is translated to target
language and used to train a model. These results
and the results for Multi. CoVe [w/ auto] marked
with * are adopted from (Schuster et al., 2019).
The results of RCSLS-MLT and Transformer-MLT
marked with T are adopted from (Liu et al., 2020).

As one could see form Tab. 5 InFoBERT-L
variant of our model significantly outperforms all
the baselines for Spanish language data, although
for Thai language InFOBERT-XR is better than
other baselines in intent prediction, with excep-
tion of Translate Train. For Thai slot tagging task
InFoBERT-X variant is the best outperforming the
Translate Train (and all the baselines).

Spanish Thai

Model Int. SI. Int. SI.
InFOBERT-M 76.10 6628 | 48.40 6.75
InFoBERT-X 90.32 77.48 | 65.65 56.02
InFOBERT-XR 88.51 74.84 | 89.68 17.50
InFoBERT-L 96.65 86.74 | 61.79 13.84
RCSLS-MLT’ 87.05 59.12 | 81.44 30.42
Transformer-MLTT 87.88 74.88 | 73.46 28.47
(Liu et al., 2019b) 90.20 65.79 | 73.43 3224
Multi. CoVe* 53.34 2250 | 66.35 3252
Multi. CoVe w/ auto™ | 53.89 19.25 | 70.70 35.62
Translate Train™ 8539 72.87 | 95.85 5543

Table 5: Multi-language Task-oriented Dialog dataset.
Intent classification accuracy and Slot tagging F1 mea-
sure.

5.1 Thai Language Performance Analysis

The analysis of Tab. 5 shows that all the mod-
els with exception of InFOBERT-X variant of our
model show significantly lower results on Thai
slot filling task. The models we present and
Transformer-MLT baseline could be split into two
groups: the one using BERT tokenization model
and the one using an external engine. We found out
that all the models, including multilingual BERT,
XLM-RoBERTa, Language-Agnostic BERT Sen-
tence Embedding model, are using the same to-
kenization engine originally presented in BERT
code?. Even XLLM model by default is using this
engine - this fact could explain low results for
Transformer-MLT baseline. We found out that this

https://github.com/google-research/
bert
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default engine is broken against Thai text, thus it
corrupts input text during tokenization. But XLM
model could be set to use external tokenization®
which handles the text correctly. This allows it to
significantly improve the results on Thai language
data.

It is interesting that the intent recognition results
though being affected by this fault are still could
achieve high performance. We suppose this fact
is related to classification task structure where the
whole utterance is regarded, allowing a model to
overcome tokenization issues.

6 Conclusion

In this work we presented a model architecture
which allows us to use different embedding models
as a building block. This architecture is demon-
strated to be effective in two zero-shot transfer
tasks, namely cross-domain and cross-lingual. Our
model using an appropriate embedding model
(ToD-BERT for cross-domain task and several
multi-lingual models for cross-lingual one) shows
state of the art performance on the intent recogni-
tion and slot filling tasks.

It is interesting to mention that in our experi-
ments we found that the best results for Spanish
and Thai languages in the cross-lingual transfer
task are not achievable at the same time. We sup-
pose that this fact could be explained by the er-
rors in the tokenization model used for most of the
multi-lingual models. Thus usage of Language-
Agnostic BERT Sentence Embedding model as an
embedding one allows our system to outperform
all the other systems on Spanish language data, but
broken tokenization in this model does not allow
to show any improvement for Thai language.

As future work authors consider the study of
other BERT descendant models, which are plenty
nowadays. Another direction of the work is re-
search in low resource scenario, when some data is
available for a model to tune onto. In closing, we
hope that this work will facilitate the research in the
direction of transfer learning in dialogue systems.
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