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Abstract

We propose a novel framework for predict-
ing the factuality of reporting of news me-
dia outlets by studying the user attention cy-
cles in their YouTube channels. In particu-
lar, we design a rich set of features derived
from the temporal evolution of the number
of views, likes, dislikes, and comments for a
video, which we then aggregate to the channel
level. We develop and release a dataset for the
task, containing observations of user attention
on YouTube channels for 489 news media. Our
experiments demonstrate both complementar-
ity and sizable improvements over state-of-the-
art textual representations.

1 Introduction

Disinformation in the news and in social media
is perceived as having a major impact on society,
e.g., during the 2016 US Presidential election (Grin-
berg et al., 2019) and the Brexit referendum (Gor-
rell et al., 2018). During the COVID-19 pandemic
outbreak, the moral panic (McLuhan, 1964) around
online disinformation grew to a whole new level
as the first global infodemic.! Nowadays, fighting
disinformation online has been recognized as one
of the most important issues societies around the
world are facing today.

In this paper, we highlight an aspect of disin-
formation that is often neglected. Rather than ex-
amining the truth-value of individual piece of in-
formation, we investigate the general quality of
the attention regimes in different news outlets, by
analyzing news media’s YouTube channels.
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YouTube is the largest and the most popular plat-
form for video sharing with over two billion users
and it is also the second most widely used news
source in USA, after Facebook.> While the plat-
form has been scrutinized for the way in which
it may amplify marginal and sometimes radical
contents (Munn, 2019; Ribeiro et al., 2020), the
connection between attention dynamics and disin-
formation levels is still largely unexplored.

Here, we do not focus on specific videos, but
rather on entire YouTube channels of news media
and their attention dynamics. In particular, we are
interested in differentiating the “attention cycles”
(Downs, 1972; Leskovec et al., 2009) of YouTube
channels, that is to assess the rapidity and the steep-
ness with which their videos rise and fall in the
consideration of their audiences. While some out-
lets encourage extensive and diverse discussions,
other tend to concentrate everyone’s attention on
the latest hot-button, thus distracting the public
opinion instead of nourishing it (Venturini, 2019).

Our contributions are the following:

* We propose to model the factuality of news
media based on the user attention cycles in
their respective YouTube channels.

» We release a specialized dataset for the task.’

* We show experimentally that considering
attention cycles yields considerable perfor-
mance gains on top of text representations
for predicting the factuality of news media.

Zhttp://tinyurl.com/y4apu58;
3http://github.com/krasimira-bozhanova/youtube-
attention-cycles-dataset
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The paper is organized as follows: Section 2
presents related work. Section 3 describes our
dataset. Section 4 discusses our methodology. Sec-
tion 5 presents the experiments and results. Sec-
tion 6 offers analysis and discussion. Section 7
concludes and points to directions for future work.

2 Related Work

Significant efforts have been dedicated in the last
years to automating the detection of disinforma-
tion (which is commonly referred to as fake news),
which we look at more closely in this section. At
the end, we mention previous attempts to use data
from YouTube for media classification tasks.

Analysis of the Content Many approaches have
been proposed to analyze both the style and the con-
tent of fake news. Using natural language process-
ing techniques, Horne and Adal1 (2017) pointed
out how fake news can be characterized by stylis-
tic features such as the overuse of proper nouns,
punctuation, capital letters, negation terms, and rep-
etitions in the text (Rubin et al., 2016). Fake news
has also been associated with intensity of sentiment
and emotions, compared to mainstream news (Gi-
achanou et al., 2019). Here, we also use textual
representations, but (i) we focus mainly on analyz-
ing the user attention cycles in YouTube channels,
and (i) we aim at categorizing entire news media
outlets rather than individual pieces of news.

Analysis of the Response Many researchers
used the user reactions in social media platforms
to identify disinformation, e.g., the content and the
number of replies to a piece of news, or the propa-
gation of the content in the network. For instance,
Zhao et al. (2015) classified disputed claims based
on their comments and reactions, assuming that, if
a claim is not true, at least some replies would ques-
tion its factuality. Indeed, later studies (Ruchansky
et al., 2017; Nguyen et al., 2020) have shown that
user response features are quite important. Here,
we also focus on inspecting the user response and
its potential link to disinformation, but we use user
attention cycles in YouTube.

Analysis of Entire News Media Outlets Look-
ing at a news media outlet as a source of low-quality
content is another way to approach the problem. In
these methods, features modelling the overall trust-
worthiness of the source are used, such as (i) Does
the news media outlet use verified accounts on es-
tablished platforms, such as Wikipedia and Twitter?
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(i) If it does, do these accounts have a proper
description, location, website references, etc?
(iii) How does the URL of the media’s website
look like? (iv) Does the medium express political
bias or sentiment? Baly et al. (2018) and Baly et al.
(2020) used features motivated by these questions
to achieve better results in combination with con-
tent features and user profiles in social media. In
our work, we also aim at classifying entire news
media outlets, but we do so using user attention
cycles in YouTube along with text.

Using Temporal Attention Data for Disinforma-
tion Detection We focus on the analysis of tem-
poral patterns associated with news outlets of differ-
ent type and quality. Previous studies (Ruchansky
et al., 2017; Nguyen et al., 2020) have suggested
that a combination of temporal, content-based, and
user-based features is promising for disinforma-
tion detection. As the dynamics of the viral spread
is often associated with successful junk news, we
look at studies focusing on modelling virality, such
as (Hoang et al., 2011) for tweets. Similar fea-
tures are well-suited for our task, as described in
Section 4.1.2, but (i) we model the user behavior
differently, and (if) we focus on data collected from
the YouTube channels of the target news media.

Using YouTube Data for Classification The
YouTube platform contains information that is still
underexplored for the purposes of disinformation
detection. Dinkov et al. (2019) looked into detect-
ing the left-centre-right political bias of YouTube
channels. Baly et al. (2020) included features from
the news source’s YouTube channel, derived from
both sound and user profiles. The above work uses
raw statistics about the number of views, likes, dis-
likes, and comments per video. We, instead, use
much richer temporality features in combination
with the textual representation of the videos.

3 Data

We started from a corpus of news media outlets,
whose reliability has been evaluated by Media
Bias/Fact Check* (MBFC). Lead by a team of in-
dependent journalists and researchers, MBFC has
analyzed close to 4,000 news outlets over the past
six years. For each news outlet, they provide a de-
tailed analysis summarized by a ‘factuality’ score
chosen among: Very High, High, Mostly Factual,
Mixed, Low, and Very Low.

*http://mediabiasfactcheck.com



Factuality Channels Videos

# % # %
High 308  63.0 22932  61.7
Mixed 153 313 12,125 327
Low 28 5.7 2,091 5.6
Total 489 100.0 37,148 100.0

Table 1: Statistics about the dataset, showing the distri-
bution of the channels and of the videos for each level
of factuality of reporting.

We searched the YouTube channels of news out-
lets in the MBFC corpus and we monitored all
the videos they published from February’2020 to
August’2020. Using the YouTube Data API,> we
collected the number of views, likes, dislikes and
comments collected during the first seven days af-
ter the publication of each video. We also stored
its title and its description.

We observed that the percentage of media chan-
nels labelled with the Very High and the Very Low
categories was 3.1% and 1%, respectively. We thus
merged Very High with High; Mostly Factual with
Mixed; and Very Low with Low, ending up with a
3-way labelling: High, Mixed, and Low.

Finally, for the sake of data balancing, we ex-
cluded the channels with fewer than 20 videos, and
we capped the most prolific channels at the newest
100 videos. The final distribution of channels and
their corresponding videos for each level of factu-
ality is shown in Table 1.

4 Method

Our system is composed of two main components
focusing on (i) data preparation, and on (i) sequen-
tial classification, respectively. Below, we describe
the representation we use for video-level and also
for channel-level classification.

4.1 Representation

The data preparation component transforms the
YouTube source data and produces representations
(or features) for our model. We generate represen-
tations both for the textual content of the videos
and for the user attention data, for which we in-
troduce a number of novel features, presented in
Section 4.1.2.

>http://developers.google.com/youtube/v3/docs/videos
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4.1.1 Textual Features

We gathered the title and the description of each
video. We extracted Sentence BERT embeddings
(768 features) for each title and description. These
embeddings are derived from a modification of
the pretrained BERT model, which yields semanti-
cally meaningful sentence embeddings of size 768,
which are trained to be readily comparable using
cosine similarity (Reimers and Gurevych, 2019).

4.1.2 Attention Features

We hypothesize that the attention received over
time by the videos in a YouTube channel can be
used to predict the quality of its contribution to
the online public debate, as captured (albeit impre-
cisely) by the factuality score assigned by MBFC.
We generate a set of features that model the user
attention cycles by looking at the temporal varia-
tion of the number of user actions (Views, Likes,
Dislikes, and Comments) in the first week after a
video has been published. We aim to model the
following:

* How are user actions distributed hourly/daily?

e How much are the user actions concentrated
in peak hours?

* At what moment in time does the peak hour
for each user action type occur?

* How steep is the time series in terms of the
distribution of hourly user actions?

We define U A, as the total number of user ac-
tions that occurred by the end of day i. In our case,
i ranges in {1,2,...,7}. Similarly, UAy; is the
number of user actions occurring by the end of
hour j after the publication of the video. We gener-
ate a set of attention features for each user action,
which we group into the following categories:

1. User actions daily percentage (D, ), or the
fraction of user actions out of the total that
occurred on day 7, where 1 < ¢ < 7, and
UAg, = 0 (7 features per user action):

_ UAg, —UAq,

D, —
ds UAg,

2. User actions daily cumulative percentage
(DCy,), or the fraction of user actions out of
the total by the end of day 7, where 1 <7 <7
(7 features per user action):

_ UAq,

DCy =
4T UA.




3. User actions daily increase (DI;,), or the

proportion of increase in the number of user
actions on day ¢ compared to day ¢ — 1, where
2 <4 < 7 (6 features per user action):

UAg, —UAy,
’ UAg,

DI,

. User actions hourly increase (H [ h;), or the
proportion of increase in the number of user
actions during hour j compared to those dur-
ing hour 7 — 1, where 2 < 5 < 168 (167
features per user action):

UAy, ~UA,,
1T UA,,

oI,

. User actions average hourly increase per
day (AH1,,), or the average hourly increase
in the number of user actions on day ¢, where
1 < ¢ < 7 (7 features per user action):

=i%24
Z?:(Z:—1)*24+1 HlIp,
24

AHI; =

. User actions majority interval length
(M IT), or the number of hours containing
the majority of the user actions

MIr= min

1<i<j<168 UAp, s

where T" (one of {0.5, 0.7, 0.9}) is the major-
ity share (3 features per user action).

. User actions peak delay interval (PDI),
or the number of hours leading to the hour
with the highest concentration of user actions
(1 feature per user action):

PDI = argmax UAp, —UAy,
{i[2<i<168}

. User actions alive interval length (AIl), or
the hour up to which user actions were
recorded (1 feature per user action):

Al = min (p|UAp, —UAy, , =0,

1<p<167
Vie{p+1,...,168})

. User actions peak share (PS), or the num-
ber of user actions during the peak hour di-
vided by the total (1 feature per user action):

UAp, —UAy,_,
PS = max : :
2<i<168 UAp, g

Hour 3 Hour 6 Hour 12 Hour 24

P e
NS

—

Figure 1: First day breakdown into periods

Most of the attention received by the videos in
our corpus is concentrated in the first day after a
video has been published, and thus we monitor the
attention during this period more closely. Besides
daily and hourly, we look at six additional periods
during the first day, as depicted on Figure 1. We ex-
tract the following features: (i) Percentage of User
Actions per Period, (ii) User Actions per Period
Increase, and (iii) User Actions Average Hourly
Increase for a Period. This yields 18 additional
features and a total of 218 features per user action.

To model the opinion of the users regarding the
videos, we also use features derived by ratios of
different user action types:

¢ Positive Reactions: the ratio between the num-
ber of likes and the number of views;

* Negative Reactions: the ratio between the

{ - z‘ UAp; — UAy, > T} number of dislikes and the number of views;

* Engagement: the ratio between the number of
comments and the number of views;

* Controversiality: the ratio between the num-
ber of likes and the sum of the number of likes
and of dislikes.

For each of these ratios, we calculate a set of
features that show how the numbers change daily,
similarly to the User Actions Daily Percentages
(7 features per ratio) and the User Actions Daily
Cumulative Percentages (6 features per ratio) fea-
tures. We further generate ratio features for the
more granular first day periods (6 features per ra-
tio), which yields a total of 19 ratio-driven features.
Overall, we have 952 attention features per video.

4.2 Models

Our architecture contains two consecutive clas-
sifications: (i) for YouTube videos, and (i) for
YouTube channels. As we want to make use of
the features derived from the YouTube videos, we
labelled each video with the factuality score of the
channel that published it, using distant supervision.
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Thus, the video classification learns to predict
the factuality labels that are projected from the
corresponding channels. Naturally, not all videos
published by a low-factuality channel necessarily
contain disinformation. Yet, this is not a problem
since we do not aim at classifying correctly indi-
vidual videos, but at detecting factuality-related
patterns, which would then be used at the channel
level: our channel classifier uses the predictions of
the video-level classifier to predict the factuality of
channels.

4.2.1 YVideo Modelling

For each video, we have 768 features from the
sentence-level BERT representation. We calculated
these features once for the title and once for the
description of the video, obtaining a total of 1,536
textual features.

We further have 952 attention-driven features per
video. To validate the relevance of these features
with respect to our classification task, we apply a
set of feature selection methods over the training
split of our dataset, namely ANOVA, Pearson cor-
relation, and Spearman correlation. According to
these methods, the ratio features turn out to be the
most relevant ones. We selected the best 100 fea-
tures from each method or 124 attention video-level
features, which we used in our classification exper-
iments. Combined with the 1,536 textual features,
this yielded a total of 1,660 features per video.

4.2.2 Channel Modelling

For the second classifier, at the channel level, we
generate the following groups of features:

1. YouTube statistics (total of 13 features):

* Popularity (7 features): number of sub-
scribers, average number of hourly, daily,
and weekly views and comments;

Activity (5 features): number of videos,
average number of videos published
hourly, daily, and weekly, and average
number of videos per channel subscriber;

Attention concentration (1 feature): Gini
index measuring the concentration of
video views within a channel.

2. Averaged videos features (1,660) features):
average values of the features for the videos
published by the channel. For each video
feature, we have a corresponding aggregated
channel feature.
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3. Aggregated video-level classifier predictions
features (9 features): for each channel, we
aggregate the predictions of the video-level
classifier for the videos in that channel. We
use three types of aggregations:

* maximum probability across the videos
for each factuality label;

* average probability across the videos for
each factuality label;

* factuality distributions percents: for each
factuality, this is the percent of videos
predicted to have that factuality.

5 Experiments and Evaluation

We train two subsequent classifiers for factuality
prediction: for videos and for channels. We con-
duct experiments with different models and we
compare them to a majority-class baseline. We
evaluate the models in terms of accuracy, balanced
accuracy, and mean absolute error (MAE). MAE is
a more relevant measure in our case as it takes into
account the ordering of the labels: confusing high
factuality with mixed factuality is a smaller error
than confusing it with low factuality.

While our ultimate goal is to classify channels,
we start with video classification, then we aggre-
gate the predictions, and we use them to make
predictions at the channel level.

We divide the dataset into training, develop-
ment, and test split at the channel level. Then,
for the video-level experiments, we use for train-
ing/development/testing the videos for the respec-
tive channels. Note that this guarantees that all
videos for a given channel go into the same split.

5.1 Video-Level Classification

Below, we report results using Gradient Boosted
Decision Trees (GBDT). We also experimented
with logistic regression, ordinal logistic regression,
and SVM with various kernels, but they performed
worse. We trained separate models (a) using the
textual representation, and (b) using the user atten-
tion cycles. Table 2 shows the evaluation results.

# Experiment Acc. Bal. Ace. MAE
0 Baseline 61.72 33.33  0.4391
1 BERT 67.54 45.89 0.3692
2 User attention 64.93 5512 0.3979

Table 2: Video-level experiments with GBDT.



Group # Experiment Dim. Acc. MAE
Baseline 0 Majority class - 63.08 0.4308
1 BERT averaged 1,536  73.85 0.3077
Text 2 BERT aggregated predictions 9 7538 0.3077
3 BERTall 1,545 73.85 0.3538
4 User attention averaged 124 7538 0.2769
User Attention 5 User attention channel statistics 13 63.08 0.4000
6 User attention aggregated predictions 9 67.69 0.3846
7 User attention all 146 70.77 0.3231
Ensemble 8 BERT all + User attention averaged 1,669 76.92 0.2615

Table 3: Channel-level experiments.

Note that our datasets are not well-balanced and
have very few examples of low-factuality videos
and channels. To mitigate this, we apply over-
sampling using SMOTE (Chawla et al., 2002),
which generates additional synthetic examples.
Moreover, it is important that the video classifier
generates predictions for the low-factuality and the
mixed-factuality classes; otherwise, the predictions
for these classes could be lost when aggregating for
the channel classification. Thus, we also report bal-
anced accuracy, as it is important when choosing
which video experiments to select for aggregation.

5.2 Channel-Level Classification

We experimented with several approaches for chan-
nel classification:

* using aggregated video-level features to ob-
tain channel-level representation;

* using the posterior probabilities of video-level
classifiers;

* using the previous two together;

¢ ensemble of different channel-level classifiers.

For the ensemble aggregation, we experimented
with three methods for choosing the most likely
class for a given channel:

* after averaging the predictions from the vari-
ous models (mean);

* after getting the maximum probability predic-
tion from the various models (max);

* after getting the minimum probability predic-
tion from the various models (min) — tells us
which class is least likely to be wrong.
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The results are shown in Table 3. All experi-
ments use GBDT, except for experiment 8, which
uses ordinal logistic regression.

6 Discussion

Below, we analyze the results and we perform an
ablation study.

6.1 Result Analysis

We can see in Table 3 that all models improve over
the majority class baseline by a sizable margin. We
further see that using average information on user
attention cycles (line 4) performs better than using
textual features (lines 1-3). Moreover, combining
the two yields the best result (line 8). The other two
sets of user attention features: channel statistics
and aggregated video-classifier predictions, do not
contribute to the combined user attentions model
(compare line 4 to line 6).

The relative improvements over the majority
class baseline in terms of accuracy are generally
smaller than those for MAE, which can be ex-
plained by class imbalance. To improve accuracy,
the models need to learn to assign mixed and low
factuality labels properly (as the majority class is
high factuality). Most of the trained models un-
dervalue the unrepresented classes. If some of the
balancing techniques are applied, the models rec-
ognize better the low and the mixed examples, but
at the cost of false positives for these classes from
the high-factuality examples, which decreases the
overall accuracy. In contrast, MAE rewards mod-
els that can improve the small classes even given
the risk of introducing some errors for the majority
class.



Feature Group Acc. Bal. Acc. MAE
Baseline 63.08 33.33  0.4308
Views (V) 66.15 41.79 0.3692
Dislikes (D) 64.62 39.27 0.4000
Comments (C) 56.92 32.64 0.4615
Likes (L) 64.62 37.56 0.3846
V+L+C 67.69 49.27 0.3385
V+L+D+C 69.23 4427 0.3385
Engagement 63.08 44.27 0.4000
Controversiality ~ 70.77 48.33  0.3231
Positive reactions  70.77 48.33  0.3231
Contr + Eng 63.08 45.12  0.4000
Contr + Pos 67.69 46.71 0.3538
Pos + Eng 64.62 46.79 0.3846
Channel statistics 63.08 39.31  0.400
Aggregated 67.69 60.20 0.3846
All 70.77 56.02 0.3231

Table 4: Ablation study (channel-level classification)
using various user attention features.

6.2 Ablation Study

As our focus is on attention cycles, we performed
an ablation study for these features against the com-
bined user attention channel model. The results
are shown in Table 4. We can see that ratio fea-
tures such as controversiality and positive reactions
alone yield the best accuracy and MAE. Using the
predictions of the video-level classifier as features
yields the best balanced accuracy. This confirms
the importance of having accurate low- and mixed-
factuality predictions for the video classifier prior
to the aggregation. Finally, the overall best results,
when considering all measures, are achieved when
combining all features.

7 Conclusion and Future Work

We proposed a novel framework for predicting the
factuality of reporting of news outlets by study-
ing the user attention cycles in their respective
YouTube channels. We further designed a rich set
of features derived from the temporal evolution
of the number of views, likes, dislikes, and com-
ments for a video, which we then aggregated at the
channel level. Our experiments demonstrated both
complementarity and sizable improvements over
state-of-the-art textual representations.

We further developed and released a dataset
containing observations about user attention on
YouTube channels for 489 news media. We hope
that this will enable future research on using data
from video sharing platforms.

In future work, we plan to improve the class im-
balance of the dataset by extending it with more
examples. We further want to integrate additional
features based on the comments for the videos
and other information sources such as Twitter and
Wikipedia. Finally, we plan to study the utility of
user attention cycles for other related tasks such as
political ideology detection for news media.

Ethics and Broader Impact

Data Collection Our dataset was collected from
YouTube, using their public API.

User Privacy Our dataset contains aggregated
attention statistics without any user data.

Biases Any biases found in the dataset are unin-
tentional, and we do not intend to do harm to any
group or individual.

Intended Use and Misuse Potential Our
dataset and the proposed model can enable the
development of systems for automatic detection
of reliable/unreliable YouTube channels, which
could support media literacy, as well as analysis
and decision making for the public good. However,
they could also be misused by malicious actors.

Environmental Impact. Finally, we would also
like to warn that the use of large-scale Transform-
ers requires a lot of computations and the use
of GPUs/TPUs for training, which contributes to
global warming (Strubell et al., 2019).
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