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Abstract

Distantly supervised datasets for relation ex-
traction mostly focus on sentence-level extrac-
tion, and they cover very few relations. In
this work, we propose cross-document relation
extraction, where the two entities of a rela-
tion tuple appear in two different documents
that are connected via a chain of common enti-
ties. Following this idea, we create a dataset
for two-hop relation extraction, where each
chain contains exactly two documents. Our
proposed dataset covers a higher number of
relations than the publicly available sentence-
level datasets. We also propose a hierarchical
entity graph convolutional network (HEGCN)
model for this task that improves performance
by 1.1% F1 score on our two-hop relation ex-
traction dataset, compared to some strong neu-
ral baselines.

1 Introduction

The idea of distant supervision (Mintz et al., 2009)
eliminates the need for manual annotation for ob-
taining training data for relation extraction. Previ-
ously, this idea is used mostly to create sentence-
level datasets. However, the assumption of distant
supervision, that the two entities of a tuple must ap-
pear in the same sentence, is overly strict. We may
not find an adequate number of evidence sentences
for many relations as both entities do not appear
in the same sentence. The relation extraction mod-
els built on such data can find relations only for a
small number of relations and the relations of most
knowledge bases (KBs) will be out of the reach of
such models.

To address this issue, we propose a multi-hop re-
lation extraction task where the subject and object
entities of a tuple can appear in two different docu-
ments, and these two documents are connected via

∗ This work was done when the first author was a PhD
student at the National University of Singapore.

some common entities. We can create a chain of
entities from the subject entity to the object entity
of a tuple via the common entities across multi-
ple documents. Each link in this chain represents
a relation between the entities located at the end-
points of the link. We can determine the relation
between the subject and object entities of a tuple
by following this chain of relations. This approach
can give training instances for more relations than
sentence-level distant supervision. Following the
proposed multi-hop approach, we create a two-hop
relation extraction dataset for the task. Each in-
stance of this dataset has two documents, where
the first document contains the subject entity and
the second document contains the object entity of
a tuple. These two documents are connected via at
least one common entity. This idea can be extended
to create an N-hop dataset.

We also propose a hierarchical entity graph con-
volutional network (HEGCN) model for the task.
Our proposed model has two levels of graph con-
volutional networks (GCNs). The first-level GCN
of the hierarchy is applied to the entity mention
level graph of every document to capture the rela-
tions among the entity mentions within a document.
The second-level GCN of the hierarchy is applied
on a unified entity-level graph, which is built us-
ing all the unique entities present in the document
chain. This entity-level graph can be built on the
document chain of any length and it can capture the
relations among the entities across the multiple doc-
uments in the chain. Our proposed HEGCN model
improves the performance on our two-hop dataset.
To summarize, the following are the contributions
of this paper:

(1) We propose a multi-hop relation extraction
task and create a two-hop dataset. This dataset
has more relations than other popular distantly su-
pervised sentence-level or document-level relation
extraction datasets.
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(2) We propose a novel hierarchical entity graph
convolutional network (HEGCN) for multi-hop re-
lation extraction. Our proposed model improves
the F1 score by 1.1% on our two-hop dataset, com-
pared to strong neural baselines1.

2 Task Formalization

Multi-hop relation extraction can be defined as fol-
lows. Consider two entities, a subject entity es
and an object entity eo, and a chain of documents
D = {Ds → D1 → D2 → ... → Dn → Do}
where es ∈ Ds and eo ∈ Do. There exists a chain
of entities es → c1 → c2 → ... → cn+1 → eo
where c1 ∈ {Ds, D1}, c2 ∈ {D1, D2}, ..., cn+1 ∈
{Dn, Do}. The task is to find the relation be-
tween es and eo from a pre-defined set of relations
R ∪ {None}, where R is the set of relations and
None indicates that none of the relations in R holds
between es and eo. A simpler version of this task
is two-hop relation extraction where Ds and Do

are directly connected by at least one common en-
tity. In this paper, we focus on two-hop relation
extraction.

3 Related Work

3.1 Relation Extraction Datasets
Distantly supervised datasets are very popular for
relation extraction (Nayak et al., 2021). Riedel
et al. (2010) (NYT10) and Hoffmann et al. (2011)
(NYT11) mapped Freebase tuples to New York
Times (NYT) articles to obtain such datasets. The
NYT10 and NYT11 datasets have been used exten-
sively by researchers for relation extraction. TA-
CRED (Zhang et al., 2017) is another dataset cre-
ated from the TAC KBP evaluations. FewRel 2.0
(Gao et al., 2019) is a few-shot relation extrac-
tion dataset. All these datasets are created at the
sentence level. DocRED (Yao et al., 2019) is a
document-level relation extraction dataset created
using Wikipedia articles and Wikidata items. To
the best of our knowledge, there does not exist any
relation extraction dataset which involves multiple
documents.

3.2 Relation Extraction Models
Neural models have performed well on distantly su-
pervised datasets for relation extraction. Zeng et al.
(2014, 2015) used convolutional network with max-
pooling on word embeddings for this task, whereas

1The source code and data for this paper are available at
https://github.com/nusnlp/MHRE.git

Shen and Huang (2016); Jat et al. (2017); Nayak
and Ng (2019) used word-level attention model
for single-instance sentence-level relation extrac-
tion. Lin et al. (2016); Vashishth et al. (2018); Ye
and Ling (2019) used neural networks in a multi-
instance setting to find a relation from a bag of
independent sentences. Recently, graph convolu-
tional network-based (GCN) (Kipf and Welling,
2017) models have become popular for many NLP
tasks. These models work on non-linear graph
structures. Zhang et al. (2018); Vashishth et al.
(2018); Guo et al. (2019); Zeng et al. (2020) used
graph convolution networks for relation extraction.
They consider each token in a sentence as a node
in the graph and use a syntactic dependency tree to
create a graph structure among the nodes. Recently,
neural joint extraction approaches (Takanobu et al.,
2019; Nayak and Ng, 2020) were proposed for this
task.

3.3 Multi-hop QA versus Multi-hop RE

Welbl et al. (2018) proposed a multi-hop QA
dataset (WikiHop) where the answer can only be
found using more than one document. Several neu-
ral models have been proposed (Song et al., 2018;
Cao et al., 2019; De Cao et al., 2019; Kundu et al.,
2019) to solve this task. We have created a two-hop
relation extraction dataset (THRED) from this Wik-
iHop dataset. The major difference between these
two datasets is that THRED contains many None
relations, whereas in the WikiHop dataset, every
instance has a correct answer. Extracting the None
relation is challenging, since None occurs when no
relations in R exist. When the number of relations
in R increases, it becomes more difficult to predict
the relations. As such, we believe the multi-hop
RE task is more challenging than the multi-hop QA
task.

4 Dataset Construction

We create a two-hop relation extraction dataset
from a multi-hop question-answering (QA) dataset
WikiHop (Welbl et al., 2018). Welbl et al. (2018)
defined the multi-hop QA task as follows: Given
a set of supporting documents Ds and a set of can-
didate answers Ca which are mentioned in Ds,
the goal is to find the correct answer a∗ ∈ Ca

for a question by drawing on the supporting docu-
ments. They used Wikipedia articles and Wikidata
(Vrandečić and Krötzsch, 2014) tuples for creat-
ing this dataset. Each positive tuple (es, eo, rp) in
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Wikidata has two entities, a subject entity es and an
object entity eo, and a positive relation rp between
the subject and object entity. The questions are
created by combining the subject entity es and the
relation rp, and the object entity eo is the correct an-
swer a∗ for a given question. The other candidate
answers are carefully chosen from Wikidata enti-
ties so that they have a similar type as the correct
answer. The supporting documents are chosen in
such a way that at least two documents are needed
to find the correct answer. This means the subject
entity es and the object entity eo do not appear in
the same document. They used a bipartite graph
partition technique to create the dataset. In this
bipartite graph, vertices on one side correspond to
Wikidata entities, and vertices on the other side cor-
respond to Wikipedia articles. An edge is created
between an entity vertex and a document vertex if
this document contains the entity. As we traverse
the graph starting from vertex es, it visits many
document vertices and entity vertices. This consti-
tutes the supporting document set and candidate
answer set. If the candidate answer set does not
contain the object entity eo which is the correct
answer, this instance is discarded. They also lim-
ited the length of the traversal to three documents.
Welbl et al. (2018) only released the supporting
documents, questions, and candidate answers for
their dataset. They did not release the connecting
entities.

We convert this WikiHop dataset into a two-hop
relation extraction dataset. The subject entities
and the candidate entities can be easily found in
the documents using string matching. We use a
named entity recognizer from spaCy2 to find the
other entities in the documents and these entities
can link these documents. We find that most of the
WikiHop question-answer instances are two-hop
instances. That means for most of the instances
of WikiHop dataset, there is at least one document
pair in the supporting document set where the first
document of the pair contains the subject entity
and the second document of the pair contains the
correct answer, and these two documents in the
pair are directly connected via some third entity.
To simplify the multi-hop relation extraction task,
we fix the hop count at 2. For every instance of
the WikiHop dataset, we can easily find the subject
entity es and the positive relation rp from the ques-
tion. The correct answer a∗ is the object entity of a

2https://spacy.io/

positive tuple. (es, a∗, rp) is the positive tuple for
relation extraction. For any other candidate answer
ew ∈ Ca − {a∗}, the entity pair (es, ew) is con-
sidered as a None tuple if there exists no relation
among the four pairs (es, ew), (ew, es), (ew, eo),
and (eo, ew) in Wikidata. We check for the no rela-
tion condition for these four entity pairs involving
ew, es, and eo to reduce the distant supervision
noise in the dataset for None tuples. We create a
None candidate set Cn with each ew ∈ Ca − {a∗}.
We first find all possible pairs of documents from
the supporting document set Ds such that the first
document of the pair contains the subject entity
es and the second document of the pair contains
either the entity a∗ or one of the entities from Cn.
We discard those pairs of documents that do not
contain any common entity. The document pairs
where the second document contains the entity a∗

are considered as a document chain for the positive
tuple (es, a

∗, rp) where rp ∈ R. All other docu-
ment pairs where the second document contains
an entity from the set Cn are considered as a doc-
ument chain for None tuple (es, ew, None) where
ew ∈ Cn. In this way, using distant supervision,
we can create a dataset for two-hop relation extrac-
tion. Each instance of this dataset has a chain of
documents D = {Ds → Do} of length 2 that is
the textual source of a tuple (es, eo, r). The docu-
ment Ds contains the subject entity es and the doc-
ument Do contains the object entity eo. The two
documents are connected with at least one com-
mon entity c. There exists at least one entity chain
es → c → eo in the document chain. The goal is
to find the relation r between es and eo from the
set R ∪ {None}. We refer to this two-hop dataset
as THRED (two-hop relation extraction dataset) in
the remaining sections of this paper. We manually
checked 100 randomly selected positive samples
and 100 randomly selected negative samples, and
found that 76% of the selected positive samples and
82% of the selected negative samples are accurate.

4.1 Dataset Statistics

The training, validation, and test data of the Wiki-
Hop dataset are created using distant supervision,
but the validation and test data are manually veri-
fied. WikiHop test data is blind and not released.
So we use their validation data to create the test
data for our task and use their training data for our
training and validation purposes. We include the
statistics of our two-hop relation extraction dataset
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Question located in administrative entity Zoo Lake
Candidates Gauteng, Tanzania
Answer Gauteng

Doc1

Zoo Lake is a popular lake and public
park in Johannesburg , South Africa .
It is part of the Hermann Eckstein Park
and is opposite the Johannesburg Zoo .
The Zoo Lake consists of two dams ,
an upper feeder dam , and a larger lower
dam , both constructed in natural
marshland watered by the
Parktown Spruit .

Doc2

Johannesburg is the largest city in
South Africa and is one of the 50
largest urban areas in the world . It
is the provincial capital of Gauteng ,
which is the wealthiest province in
South Africa .

Doc3

Mozambique is a country in Southeast
Africa bordered by the Indian Ocean to
the east , Tanzania to the north , Malawi
and Zambia to the northwest , Zimbabwe
to the west , and Swaziland and South
Africa to the southwest .

Table 1: A multi-hop question-answer instance from
the WikiHop dataset. The tuple (Doc1, Zoo Lake,
Doc2, Gauteng, located in administrative entity) con-
stitutes a positive instance in the THRED dataset. The
tuple (Doc1, Zoo Lake, Doc3, Tanzania, None) consti-
tutes a negative instance in the THRED dataset.

Train Test
#Positive relations 218 72
#Document chains 143,906 5,320
#Positive instances 40,247 1,672
#Positive entity pairs 21,490 618
#None instances 197,731 7,806

Table 2: Statistics of the THRED dataset.

in Table 2. We include the statistics on the number
of common entities present in the two documents
of a chain in Table 3. We split the training data
randomly, with 90% for training and 10% for vali-
dation. From Table 2, we see that the dataset con-
tains a much higher number of None tuples than
the positive tuples. So we randomly select None tu-
ples so that the number of None tuples is the same
as the number of positive tuples for training and
validation. For evaluation, we consider the entire
test dataset. From Table 4, we see that our THRED
dataset contains more relations than any other dis-
tantly supervised relation extraction datasets such
as the New York Times (Riedel et al., 2010; Hoff-
mann et al., 2011) or DocRED (Yao et al., 2019).

5 Proposed HEGCN Model

We propose a hierarchical entity graph convolu-
tional network (HEGCN) for multi-hop relation

#Document chains
#Common entities Train Test

1 92,140 3,615
2 36,275 1,161
3 10,824 374
4 3,170 113
≥5 1,497 57

Table 3: Statistics of the common entities in the
THRED dataset.

Dataset |R| Dataset |R|
NYT10 53 NYT11 24
TACRED 41 DocRED 96
FewRel 2.0 100 THRED 218

Table 4: The number of relations in various relation
extraction datasets. R is the set of positive relations.

extraction. We encode the documents in a docu-
ment chain using a bi-directional long short-term
memory (BiLSTM) layer (Hochreiter and Schmid-
huber, 1997). On top of the BiLSTM layer, we
use two graph convolutional networks (GCN), one
after another in a hierarchy. In the first level of
the GCN hierarchy, we construct a separate entity
mention graph on each document of the chain using
all the entities mentioned in that document. Each
mention of an entity in a document is considered
as a separate node in the graph. We use a graph
convolutional network (GCN) to represent the en-
tity mention graph of each document to capture
the relations among the entity mentions in the doc-
ument. We then construct a unified entity-level
graph across all the documents in the chain. Each
node of this entity-level graph represents a unique
entity in the document chain. Each common entity
between two documents in the chain is represented
by a single node in the graph. We use a GCN to
represent this entity-level graph to capture the re-
lations among the entities across the documents.
We concatenate the representations of the nodes
of the subject entity and object entity and pass it
to a feed-forward layer with softmax for relation
classification.

5.1 Documents Encoding Layer

We use two types of embedding vectors: (1) word
embedding vector w ∈ Rdw (2) entity token indi-
cator embedding vector z ∈ Rdz , which indicates
if a word belongs to the subject entity, object en-
tity, or common entities. The subject and object
entities are assigned the embedding index of 2 and
3, respectively. The common entities in the doc-
ument chain are assigned embedding index in an
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Figure 1: The architecture of our proposed HEGCN model. GCN in entity mention-level graph is shared across
the documents in a chain. This diagram is for document chain of length 2.

increasing order starting from index 4. The same
entities present in two documents in the chain get
the same embedding index. Embedding index 0 is
used for padding and 1 is used for all other tokens
in the documents. A document is represented us-
ing a sequence of vectors {x1,x2, .....,xn} where
xt = wt‖zt. ‖ represents the concatenation of
vectors and n is the document length. We con-
catenate all documents in a chain sequentially by
using a document separator token. These token
vectors are passed to a BiLSTM layer to capture
the interaction among the documents in a chain.−→
ht ∈ R(dw+dz) and

←−
ht ∈ R(dw+dz) are the output

at the tth step of the forward LSTM and backward
LSTM respectively. We concatenate them to obtain
the tth BiLSTM output ht ∈ R2(dw+dz).

5.2 Hierarchical Entity Graph Convolutional
Layers

Kipf and Welling (2017) proposed graph convolu-
tional networks (GCN) which work on graph struc-
tures. Here, we describe the GCN which is used in
our model. We represent a graph G with m nodes
using an adjacency matrix A of size m × m. If
there is an edge between node i and node j, then
Aij = Aji = 1. We also add self loops, Aii = 1,
in the graph G. We normalize the adjacency matrix
A by using symmetric normalization proposed by
Kipf and Welling (2017). A diagonal node degree
matrix D of size m×m is used in the normaliza-
tion of A. deg(vi) is the number of edges that are
connected to the node vi in G and Â is the corre-
sponding normalized adjacency matrix of G. Each
node of the graph receives the hidden representa-
tion of its neighboring nodes from the (l − 1)th
layer and uses the following operation to update its

own hidden representation.

D
− 1

2
ij =


1√

deg(vi)
if i = j

0 otherwise

Â = D−
1
2AD−

1
2

gli = ReLU(
m∑
j=1

ÂijWlgl−1j )

Wl is the trainable weight matrix of the lth layer of
the GCN, gli is the representation of the ith node of
the graph at the lth layer. If gli has the dimension
of dg, then the dimension of the weight matrix Wl

is dg × dg. g0i is the initial input to the GCN.

5.2.1 Entity Mention Graph Layer
We construct an entity mention graph (EMG) for
each document in the chain on top of the document
encoding layer. An entity string may appear at
multiple locations in a document and each appear-
ance is considered as an entity mention. We add
a node in the graph for each entity mention. We
connect two entity mention nodes if they appear in
the same sentence (EMG type 1 edge). We assume
that since they appear in the same sentence, there
may exist some relation between them. We also
connect two entity mention nodes if the strings of
the two entity mentions are identical (EMG type
2 edge). Let e1, . . . , el be the sequence of entity
mention nodes listed in the order of their appear-
ance in a document. We connect nodes ei and ei+1

(1 ≤ i < l) with an edge (EMG type 3 edge). EMG
type 3 edges create a linear chain of the entity men-
tions and ensure that the graph is connected. We
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use a graph convolutional network on this graph
topology to capture the relations among the entity
mentions in a document.

We obtain the initial representations of the entity
mention nodes from the hidden representations of
the document encoding layer. We concatenate the
hidden vector of the first token of an entity mention,
the hidden vector of its last token, and a context
vector to obtain the entity mention node represen-
tation. The context vector is obtained using an
attention mechanism on the tokens of the sentence
in which the entity mention appears.

p = hb ‖ he, st = tanh(pTW)ht

a = softmax([s1s2 . . . sk]
T )

c =
k∑

t=1

atht, q = p ‖ c

hb ∈ R2(dw+dz) and he ∈ R2(dw+dz) are the hid-
den vectors from the document encoding layer
of the first and last token of an entity mention.
W ∈ R4(dw+dz)×2(dw+dz) is a trainable weight ma-
trix, ht ∈ R2(dw+dz) is the hidden vector of the
tth token of the sentence in which the entity men-
tion is located, and at is the normalized attention
score for the tth token with respect to the entity
mention. k is the length of the sentence in which
the entity mention is located, and c ∈ R2(dw+dz) is
the context vector. The entity mention node vec-
tor q ∈ R6(dw+dz) of the ith node in the graph
is passed to the GCN as g0i . The parameters of
this GCN are shared across the documents in a
chain. This layer of the model is referred to as
entity mention-level graph convolutional network
or EMGCN.

5.2.2 Entity Graph Layer
We construct a unified entity graph (EG) on top of
the entity mention graphs. First, we construct an
entity graph for each document, where each unique
entity string is represented as an entity node in the
graph. We add an edge between two entity nodes
if the strings of the two entities appear together in
at least one sentence in the document (EG type 1
edge). We also form a sequence of entity nodes
based on the order of appearance of the entities
in a document, where only the first occurrence of
multiple occurrences of an entity is kept in the
sequence. We connect two consecutive entity nodes
in the sequence with an edge (EG type 2 edge).
This ensures that the entire entity graph remains
connected.

We construct one entity graph for each document
in the document chain. We unify the entity graphs
of multiple documents by merging the nodes of
common entities between them. The unified en-
tity graph contains all the nodes from the multiple
entity graphs, but the common entity nodes which
appear in two entity graphs are merged into one
node in the unified graph. There is an edge between
two entity nodes in the unified entity graph if there
exists an edge between them in any of the entity
graphs of the documents.

We obtain the initial representations of the entity
nodes from the GCN outputs of the entity men-
tion graphs. For the common entities between two
documents, we average the GCN outputs of the
entity mention nodes that have an identical string
as the entity from the entity mention graphs of the
two documents. For other entity nodes that appear
only in one document, we average the GCN outputs
of the entity mention nodes that have an identical
string as the entity from the entity mention graph
of that document. Each entity vector is passed to
another graph convolutional network as g0i which
represents the initial representation of the ith entity
node in the unified entity graph. We use a graph
convolutional network on this graph topology to
capture the relations among the entities across the
documents in the document chain. This layer of
the model is referred to as entity-level graph con-
volutional network or EGCN.

5.3 Relation Classifier
We concatenate the EGCN outputs of the nodes
corresponding to the subject entity es ∈ R6(dw+dz)

and object entity eo ∈ R6(dw+dz), and pass the con-
catenated vector to a feed-forward network (FFN)
with softmax to predict the normalized probabili-
ties for the relation labels.

r = softmax(Wr(es || eo) + br)

Wr ∈ R(|R|+1)×12(dw+dz) is the weight matrix,
br ∈ R|R|+1 is the bias vector of the FFN, and r is
the vector of normalized probabilities of relation
labels.

6 Experiments

6.1 Baselines
We implement four neural baseline models for com-
parison with our proposed HEGCN model. Similar
to our proposed model, we represent the tokens in
the documents using pre-trained word embedding
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Figure 2: The graph construction process for the positive instance in Table 1. The entity mention graph and entity
graph on the left are for Doc1. The entity mention graph and entity graph on the right are for Doc2. The numbers
in square brackets ([x]) in the entity mention graph are used to distinguish the entity mentions with identical string.
Type x/y means this edge can be of both type x and type y. The ‘EMG’ and ‘EG’ prefixes are omitted from the
labels of the edges in the entity mention graph and entity graph respectively. The unified entity graph is shown in
the middle. Nodes in the red box are part of the entity graph of the document containing the subject entity Zoo
Lake. Nodes in the blue box are part of the entity graph of the document containing the object entity Gauteng.
Common entities are marked in orange color.

vectors and entity token indicator vectors. We use a
document separator token when concatenating the
vectors of two documents in a chain.

(1) CNN: We apply the convolution operation
on the sequence of token vectors with different ker-
nel sizes. A max-pooling operation is applied to
choose the features from the outputs of the convo-
lution operation. This feature vector is passed to
a feed-forward layer with softmax to classify the
relation.

(2) BiLSTM: The token vectors of the document
chain are passed to a BiLSTM layer to encode
its meaning. We obtain the entity mention vec-
tors of the subject entity and the object entity by
concatenating the hidden vectors of their first and
last token. We average the entity mention tokens
of the corresponding entity to obtain the represen-
tation of the subject entity and the object entity.
These two vectors are concatenated and passed to a
feed-forward layer with softmax to find the relation
between them.

(3) BiLSTM CNN: This is a combination of the
BiLSTM and CNN model described above. The
token vectors of the documents are passed to a BiL-
STM layer and then we use the convolution opera-
tion with max-pooling with different convolutional
kernel sizes on the hidden vectors of the BiLSTM
layer. The feature vector obtained from the max-
pooling operation is passed to a feed-forward layer
with softmax to classify the relation.

(4) LinkPath: This model uses the explicit paths
(Kundu et al., 2019) from the subject entity es to
the object entity eo via the common entities to find
the relation. As we consider only two-hop rela-
tions, each path from es to eo will be of the form
es → c → eo, where c is a common entity. Since
there can be multiple common entities between two
documents and these common entities as well as
the subject and object entities can appear multiple
times in the two documents, there exist multiple
paths from es to eo. Each path is formed with four
entity mentions: (i) entity mentions of the subject
entity and common entity in the first document. (ii)
entity mentions of the common entity and object
entity in the second document. We concatenate
the BiLSTM hidden vectors of the start and end
token of an entity mention to obtain its represen-
tation. Each path is constructed by concatenating
all the four entity mentions of the path. This can
be extended from two-hop to multi-hop relations
by using a recurrent neural network that takes the
path entity mentions as input, and outputs the hid-
den representation of the path. We average the
vector representations of all the paths and pass it
to a feed-forward layer with softmax to find the
relation.

6.2 Parameter Settings

We use GloVe (Pennington et al., 2014) word em-
beddings of dimension dw which is set to 300 in
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our experiments, and update the embeddings dur-
ing training. We set the dimension dz to be 20
for the entity token indicator embedding vectors.
The hidden vector dimension of the forward and
backward LSTM is set at 320. The dimension of
BiLSTM output is 640. We use 500 different con-
volution filters with kernel width of 3, 4, and 5 for
feature extraction. We use one convolutional layer
in both entity mention-level GCN and entity-level
GCN in our final model. Dropout layers (Srivastava
et al., 2014) are used in our network with a dropout
rate of 0.5 to avoid overfitting. We train our models
with a mini-batch size of 32 and use negative log-
likelihood as our objective function. We optimize
the network parameters using the Adagrad opti-
mizer (Duchi et al., 2011). For evaluation, we use
precision, recall, and F1 score. We do not include
the None relation in the evaluation. A confidence
threshold that achieves the highest F1 score on the
validation dataset is used to decide if the relation
of a test instance belongs to the set of relations R
or None.

6.3 Experimental Results

We include the median of five runs of the models on
the THRED dataset in Table 5. We see that adding a
BiLSTM in the document encoding layer improves
the performance by close to 5% in F1 score. The
BiLSTM, BiLSTM CNN, and LinkPath models
achieve similar F1 scores. When we add our pro-
posed hierarchical entity graph convolutional layer
on top of the BiLSTM layer, we get another 1.1%
F1 score improvement over the next best BiLSTM
model. We perform a statistical significance test
using bootstrap resampling to compare each base-
line and our HEGCN model, and have ascertained
that the higher F1 score achieved by our model is
statistically significant (p < 0.001).

Model Prec. Rec. F1
CNN 0.602 0.655 0.628
BiLSTM 0.682 0.668 0.675
BiLSTM CNN 0.654 0.696 0.674
LinkPath 0.682 0.666 0.674
HEGCN 0.674 0.699 0.686

Table 5: Performance comparison of the models on the
THRED dataset. We report the median of 5 runs.

6.4 Ablation Studies

We include the performance of our HEGCN model
with different numbers of convolutional layers
in the entity mention-level GCN (EMGCN) and

entity-level GCN (EGCN) in Table 6. When we
increase the number of layers in either GCN, the
performance of the model drops. We finally use
only one convolutional layer in both EMGCN and
EGCN.

L1 L2 Prec. Rec. F1
1 1 0.674 0.699 0.686
2 1 0.709 0.650 0.678
2 2 0.682 0.663 0.673
3 1 0.671 0.635 0.653
3 2 0.673 0.667 0.670
3 3 0.623 0.651 0.637

Table 6: The ablation study of the HEGCN model with
different numbers of convolutional layers (L1 and L2)
in EMGCN and EGCN.

In Table 7, we include the ablation study of the
different types of edges in EMGCN and EGCN.
Removing any type of edges reduces the F1 score.

Model Prec. Rec. F1
HEGCN 0.674 0.699 0.686

– EMG type 1 0.679 0.689 0.684
– EMG type 2 0.698 0.662 0.680
– EMG type 3 0.666 0.693 0.679
– EG type 1 0.704 0.659 0.681
– EG type 2 0.674 0.691 0.683

Table 7: The ablation study of the different types of
edges in our HEGCN model.

7 Conclusion

In this paper, we propose how the idea of distant
supervision can be extended from sentence-level
extraction to multi-hop extraction to cover more
relations. We propose a general approach to create
multi-hop relation extraction datasets. Following
this approach, we create a two-hop relation extrac-
tion dataset that covers a higher number of rela-
tions from knowledge bases than other distantly
supervised relation extraction datasets. We also
propose a hierarchical entity graph convolutional
network for this task. The two levels of GCN in
our model help to capture the relation cues within
documents and across documents. Our proposed
model improves the F1 score by 1.1% on our two-
hop dataset, compared to a strong neural baseline,
and it can be readily extended to N-hop datasets.
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