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Abstract

There is a shortage of high-quality corpora
for South-Slavic languages. Such corpora are
useful to computer scientists and researchers
in social sciences and humanities alike, fo-
cusing on numerous linguistic, content anal-
ysis, and natural language processing appli-
cations. This paper presents a workflow for
mining Wikipedia content and processing it
into linguistically-processed corpora, applied
on the Bosnian, Bulgarian, Croatian, Macedo-
nian, Serbian, Serbo-Croatian and Slovenian
Wikipedia. We make the resulting seven cor-
pora publicly available. We showcase these
corpora by comparing the content of the under-
lying Wikipedias, our assumption being that
the content of the Wikipedias reflects broadly
the interests in various topics in these Balkan
nations. We perform the content compari-
son by using topic modelling algorithms and
various distribution comparisons. The results
show that all Wikipedias are topically rather
similar, with all of them covering art, cul-
ture, and literature, whereas they contain dif-
ferences in geography, politics, history and sci-
ence.

1 Introduction

Researchers studying the South-Slavic languages
often face difficulties finding corpora in the re-
spective languages. While for Slovenian there
is a significant amount of corpora available both
for search and download (Krek et al., 2020; FiSer
et al., 2020; Erjavec et al., 2020), most other lan-
guages in this language group do not enjoy this
commodity. This is the reason why web corpora
with all their limitations and uncertainties are so
popular in this language group'. This paper de-
scribes an effort to add one additional, consistent

!The paper describing the Croatian National Corpus has
been cited since 2017 on Google Scholar 19 times, while

the paper describing the older version of the Croatian web
corpus was cited in the same period 58 times. Some other

source of good-quality text for South-Slavic lan-
guages - Wikipedia corpora. To perform that, we
set up a robust pipeline for preparing and linguisti-
cally processing all currently available Wikipedias
of South-Slavic (macro-)languages. We use the
notion of (macro-)languages to signify that the se-
lected Wikipedias refer to six national languages
with a respective [ISO-639-1 code, and one macro-
language, Serbo-Croatian, with its ISO-639-3 code
hbs.

Processing Wikipedia corpora could seem a rela-
tively simple task for researchers in computer sci-
ence, and therefore such processing is performed
on a project basis, as was already done for some
South-Slavic languages (Ljubesi¢ and FiSer, 2013;
Svoboda and Beliga, 2017). However, other scien-
tific disciplines lack the technical expertise to per-
form these data preparations. Furthermore, process-
ing Wikipedia data on a per-project basis entirely
disregards the questions of replicability and repro-
ducibility of research, making the measurements
or experiments performed on different dumps with
different preprocessing entirely incomparable.

We are trying to break away from this poor prac-
tice by giving access to fully processed and lin-
guistically annotated Wikipedia corpora of South-
Slavic (macro-)languages whose updates we plan
to publish on a yearly basis in the years to come.
The current versions of the corpora are based on
Wikipedia dumps? of the Bosnian (bs), Bulgarian
(bg), Croatian (hr), Macedonian (mk), Serbian (sr),
Serbo-Croatian (sh) and Slovenian (s/) Wikipedia,
downloaded on October 17th 2020.

They are made available for download and
search via the CLARIN.SI repository?, and ad-

languages in the language group have the web corpora as their
only choice, while some do not have even that.
https://dumps.wikimedia.org
*https://www.clarin.si/repository/
xmlui/
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ditionally, they can be searched through the
CLARIN.SI concordances.* 3

Aside from documenting the methodology ap-
plied in preparing these corpora, we perform a topic
modelling experiment on the corpora, shedding
some light on the topical similarities and differ-
ences between the seven corpora. While Wikipedia
as a research object and a method for perform-
ing insights into a specific group’s interests and
views is considered by now mainstream method-
ology (Niederer and Van Dijck, 2010; Callahan
and Herring, 2011), there are just a handful of
such inspections of Wikipedias of South-Slavic
languages (Kubelka and Sostaric, 2011; Bilic and
Bulian, 2014). We hope to spark additional in-
terest in such research by making the Wikipedia
corpora of South-Slavic languages standardised,
versionable, and easily accessible. As the corpus
data size increases, big data architectures might
become handy for efficient and timely processing
of it (Zdravevski et al., 2020), which in turn might
require efficient algorithms for cluster-size and cost
optimization (Grzegorowski et al., 2021).

The paper is structured as follows. In the follow-
ing section, we overview the methods (1) applied
in preparing and linguistically annotating the cor-
pora and (2) performing topic modelling. In the
third section, we perform the analysis of the topic
modelling results. In the fourth section, we give a
short discussion of the obtained results, wrapping
up with a conclusion.

2 Methods

2.1 Preparation of Corpora

In their initial form, the seven South-Slavic cor-
pora were obtained as wiki-dumps from http:
//wikimedia.com. WikiExtractor® was used to
open the wiki-dumped files and extract the rele-
vant parts of the dumped Wikipedia corpus, such
as paragraphs, links, section titles, and lists. The
WikiExtractor tool’s output yields several enumer-
ated folders, each containing a maximum of a hun-
dred 1 MiB files containing HTML tags and corre-
sponding text.

Once the preliminary files were stored in sepa-
rate folders, a Python module was developed for
further processing. The module was developed to

*nttps://www.clarin.si/kontext/

Shttps://www.clarin.si/noske/

*https://github.com/attardi/
wikiextractor
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be language-agnostic, and it can be applied to all of
the seven South-Slavic corpora. It allows for the fi-
nal output to be of significantly higher quality (both
in terms of text precision and recall) than is the case
with using the available Wikipedia text extractors
(WikiExtractor being one of them) out-of-the-box
and is also made available for free usage and adap-
tation. The module’ itself contains four levels of
processing of the contents of the preliminary files,
outlined as follows:

1. Usage of Scrapy, the Python library to remove
all relevant HTML tags from the corpora.

2. Capturing various relevant parts of the
Wikipedia article, storing them temporarily in
memory while other processing is conducted,
and afterwards, re-injecting them into the cor-
pus. This is relevant for cases like URLs,
shortened URLSs, ellipses (...), dashed or num-
bered lists, intralinks within the articles them-
selves, etc. The various elements to be cap-
tured are defined using regular expressions.

3. Substitutions of text with other pieces of text
based on regular expressions.

4. Substitutions of text with other pieces of text
based on the Python . replace () method.

The resulting files from the Python module are
stored in a directory structure equal to that of the
preliminary files.

In addition to the data cleaning performed on the
Wikimedia dump files, we linguistically processed
the data with the CLASSLA pipeline®, which is
built over the Stanza tool (Qi et al., 2020) with
improvements focused on the processing of highly
inflected languages. The main changes to the tool
are that (1) it uses an external inflectional lexicon,
(2) uses the full morphosyntactic information while
predicting the lemma, and (3) named entity recog-
nition is added. The output from the CLASSLA
modules is stored in a CoNLL-U format which, in
addition to the original contents of the original text,
assigns annotations to each token. Thus, a sub-
sequent set of CoNLL-U-formatted corpora was
generated for each of the original seven corpora,
which, equally to the previous, has the same direc-
tory structure.

"nttps://github.com/clarinsi/
classla-wikipedia/tree/main/ling_proc
$https://pypi.org/project/classla/
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Currently, support for five South-Slavic lan-
guages is present in the CLASSLA Python module,
namely, for the Macedonian, Bulgarian, Croatian,
Serbian, and Slovenian languages. Notably, in lack
of a corresponding Bosnian and Serbo-Croatian
model, the Croatian model was used to perform
the linguistic annotation of the Bosnian and the
Serbo-Croatian corresponding CoNLL-U contents.

The tool allowed for the following levels of pro-
cessing with the Bulgarian, Croatian, Serbian and
Slovenian models:

* tokenization and sentence splitting
* part-of-speech tagging

* lemmatization

* dependency parsing

* named entity recognition

For the Macedonian language, only the first three
levels of annotation are available at this point.

An example excerpt from the Croatian linguis-
tically processed Wikipedia corpus in CoNLL-U
format is given in Figure 1.

The size of the resulting corpora, measured in
number of documents, number of tokens, and the
final text file size, are given in Table 1.

Lang Docs Tokens Sizes
bs 84,472 20,934,288 149 MiB
mk 109,276 38,792,943 435 MiB
sl 169,777 45,739,630 316 MiB
hr 205,958 56,500,881 387 MiB
sh 453,450 69,726,727 509 MiB
bg 266,415 77,701,515 856 MiB
ST 639,282 106,498,685 1.2 GiB

Table 1: Size of the resulting corpora, ordered by token
size.

2.2 Topic Modelling

Latent Dirichlet allocation (LDA) is an unsuper-
vised generative, i.e. probabilistic, statistical model
that allows sets of textual observations to be ex-
plained by latent topics that explain why some parts
of the data are similar. (Blei et al., 2003) Thus, each
textual document can be seen as a mixture of topics,
each varying in prominence.

In configuring the LDA algorithm, we chose to
have ten different topics in which we classify texts

for every Wikipedia article. We chose the number
10 based on an intuitive expectation of the num-
ber of topics that would be present in each article.
However, it is possible to do the same analysis with
a varying number of topics. To perform the topic
modelling itself, we employed the multi-core LDA
model provided by the Gensim” Python package.

Each Gensim LDA model was configured to
make ten passes over the entire training set. The
maximum number of iterations through the corpus
per pass, when inferring a corpus’s topic distri-
bution, is 50. A configured minimum probability
threshold of 0.01 discards topics with a probabil-
ity lower than this threshold. Additionally, for the
sake of experiment reproducibility, we trained each
Gensim LDA model with an initial random state of
47.

To prepare the data set for the LDA model, we
parsed a reproducible random selection of CoNLL-
U generated files for a given language until we
obtained 10 000 unique Wikipedia articles. As pre-
viously mentioned, the terms ”Wikipedia Article”
and document” are used interchangeably. For each
document, we collected only the lemmas tagged
with a NOUN or PROPN tag, which correspond to
nouns or proper nouns. From this extraction, we
generated noun-documents. We do so because the
essence of any text’s meaning relies primarily on its
nouns and proper nouns. This approach has been
shown to improve topic consistency and improve
model training time. (Martin and Johnson, 2015)

Each LDA model was trained on a set of 10 000
noun-documents. When choosing which noun-
documents should compose the LDA training set,
we added a constraint that each noun-document
should be of length above a threshold of 50 nouns
and below a threshold of 500 nouns. Figure 2. de-
picts the lower and upper noun-document length
thresholds as well as the distribution of the noun-
document lengths, which resembles a power-law
distribution that all samples seem to have.

The noun-document length constraint was for-
mulated because the LDA model, as a probabilis-
tic model, measures probabilities based on the co-
occurrences of the words contained in each docu-
ment. A word may occur in several topics with a
different probability, however, with a different set
of words alongside it in each different topic. Addi-
tionally, we believe that the noun-document length
constraint enables creating a more representative

*https://radimrehurek.com/gensim/
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# newpar id = 2

# newsrnt id = 2.1

# text = Hrvatski jezik (ISO 639-3: hrv) skupni Jje naziv za nacionalni standardni jezik Hrvata, te za skup narje¢ja i govora kojima

1 Hrvatski hrvatski ADJ Agpmsny Case=Nom|Definite=Def |Degree=Pos|Gender=Masc|Number=Sing 2 amod
2 jezik jezik NOUN Ncmsn Case=Nom|Gender=Masc |Number=Sing 13 nsubj NER=0

3 ( ( PUNCT Z _ 4 punct NER=0 | SpaceAfter=No

4 IS0 IS0 PROPN Npmsn Case=Nom|Gender=Masc |Number=Sing 2 appos _ NER=0

5 639 639 NUM Mdc NumType=Card 4 nummod  _ NER=0 | SpaceAfter=No

6 - - PUNCT A _ 7 punct NER=0 | SpaceAfter=No

7 3 3 NUM Mdc NumType=Card 5 conj _ NER=0 | SpaceAfter=No

8 H B PUNCT Z _ 9 punct NER=0

9 hrv hrv X Xf _ 4 conj NER=O | SpaceAfter=No

10 ) ) PUNCT Z _ 4 punct NER=0

11 skupni skupni ADJ Agpmsny Case=Nom|Definite=Def |Degree=Pos |Gender=Masc|Number=Sing 13 amod _ NER=0
12 je biti AUX Var3s Mood=Ind|Number=Sing|Person=3|Tense=Pres|VerbForm=Fin 13 cop _ NER=0

13 naziv naziv NOUN Ncmsn Case=Nom|Gender=Masc |Number=Sing 0 root NER=0

14 za za ADP Sa Case=Acc 17 case _ NER=0

15 nacionalni nacionalan ADJ Agpmsayn Animacy=Inan|Case=Acc|Definite=Def |Degree=Pos|Gender=Masc|Number=Sing
16 standardni standardan ADJ Agpmsayn Animacy=Inan|Case=Acc|Definite=Def |Degree=Pos|Gender=Masc|Number=Sing
17 jezik jezik NOUN Ncmsan Animacy=Inan|Case=Acc|Gender=Masc|Number=Sing 13 nmod _ NER=0

18 Hrvata Hrvat PROPN Npmpg Case=Gen|Gender=Masc |Number=Plur 17 nmod NER=B-PER | SpaceAfter=No

19 v ’ PUNCT Z _ 22 punct NER=0

20 te te CCONJ Cc _ 22 cc _ NER=0

21 za za ADP Sa Case=Acc 22 case _ NER=0

22 skup skup NOUN Ncmsan Animacy=Inan|Case=Acc|Gender=Masc|Number=Sing 17 conj _ NER=0

23 narjecja narjecije NOUN Ncnpg Case=Gen|Gender=Neut | Number=Plur 22 nmod _ NER=0

24 i i CCONJ Cc _ 25 cc _ NER=0

25 govora govor NOUN Ncmsg Case=Gen|Gender=Masc |Number=Sing 23 conj _ NER=0

26 kojima koji DET Pi-mpi Case=Ins|Gender=Masc|Number=Plur|PronType=Int,Rel 27 obl _ NER=0

27 govore govoriti VERB Vmr3p Mood=Ind|Number=Plur |Person=3|Tense=Pres|VerbForm=Fin 25 acl _ NER=0
28 ili ili CCONJ Cc _ 31 cc _ NER=0

29 su biti AUX Var3p Mood=Ind|Number=Plur |Person=3|Tense=Pres|VerbForm=Fin 31 aux _ NER=0

30 nekada nekada ADV Rgp Degree=Pos |PronType=Ind 31 advmod _ NER=0

31 govorili govoriti VERB Vmp-pm Gender=Masc|Number=Plur|Tense=Past |VerbForm=Part |Voice=Act 27 conj

32 Hrvati Hrvat PROPN Npmpn Case=Nom|Gender=Masc |Number=Plur 31 nsubj _ NER=B-PER | SpaceAfter=No

33 . . PUNCT Z — 13 punct NER=0

Figure 1: Example (partially cropped) of the final CoNLL-U-formatted encoding of the corpus. The encoding
contains paragraph and sentence identifiers, the full original text, surface forms, universal part-of-speech tags and
morphological features, the MulTextEast morphosyntactic description, Universal Dependencies syntactic informa-

tion, and named entity annotation.
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Figure 2: The noun-document length distribution for
the Bulgarian sample

sample, which contains Wikipedia articles written
and read by people, as opposed to auto-generated
ones by the Wikipedia system. Furthermore, the
LDA model aims to achieve a solution in which
the topics and the words attributed to them are as
disjoint as possible, and thus outliers of any form
potentially may harm the results. Thus, focusing
on a relevant interval of noun-documents resolves
this concern as well.

Following this approach, we obtained noun-
document training sets for each of the South-Slavic
(macro-)languages, i.e. for the Bosnian, Bulgarian,
Croatian, Macedonian, Serbian, Serbo-Croatian,

and Slovenian. Subsequently, using each training
set, we trained an LDA model and obtained ten
topics.

3 Results

We start this section by presenting the ten topics
obtained for each of the seven South-Slavic corpora
in alphabetical order. Alongside each topic, in
brackets, we present the percentage of documents
from the 10000 sample in which that particular
topic was most prominent. Additionally, to avoid
confusion, we add an enumeration index to a topic
that has already been designated in the ten topics
obtained for a given language sample.

An example of this occurs with the Serbo-
Croatian topics, in which we obtained two topics
that correspond to matters related to history. This
is to be expected due to the LDA model’s prob-
abilistic machinery to produce as many topics as
configured before executing the model. As we pre-
viously set 10 topics as desired output, the LDA
model will strive to produce ten topics, even though
naturally, there may be fewer. The detailed results
per language are presented in Table 2. The lan-
guages (i.e. presented in different rows) are sorted
alphabetically, and the topics within a language
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sample are sorted by the probability (i.e. percent- 6. The Science group combines: Biology, An-

age of documents in which that topic was most thropology, Science, Physics, Architecture,
prominent) in descending order. and Astronomy.

We continue this section by presenting a grouped
form of the previously reported results. These con- 50
sist of the ten topics obtained from each one of
the seven LDA models and the percentage of doc- An 5SS n B "
uments from the sample of 10000 in which that COUME . n .
particular topic was most prominent. We empha- "
sise the dominant topic because by design, the LDA § cutere R 92 IRE I B N °¢
model conceptualises a document as a mixture of 2 cac-portcs I H B . B
multiple topics. Thus, as a simplifying measure, .
we designate a document based solely on its most History 6. L ©7
dominant, i.e., most prominent topic. Furthermore, Sn Hi o 10
this serves also as a normalisation measure, which

& & & & & & &

enables easier comparison among the South-Slavic & o Ry o&s’“‘ o e»‘"f & 0
samples. N <

After noticing that some topics are semantically
related to each other, we grouped similar topics to ~ Figure 3: Dominant topic percentage distribution per
form topic groups. The topic groups which we des-  topic group.
ignated are the following: Art, Country, Culture,
Geo-Politics, History, Science. These topic groups
are formed by merging more specific topics, such
as Physics, into broader topics, such as Science.
Broader topics were designated because they con-
tained contents belonging to multiple fields. For
example, the Culture topic contains some of the
keywords met in the Art topics, such as painter
and film, or the Literature topics, which consists of
keywords such as writer, book and story. Further-
more, the broader Country topic captures keywords
related to all matters of the country. Keywords
present in Country topics are country, government,
borders, language, work, territory, national holi-
day, culture etc.

Below we list the topic groups and the topics
which they encapsulate.

In Figure 3. we present the distribution per topic
group for all seven South-Slavic corpora. A topic
group’s probability mass is the sum of the proba-
bility mass of its parts. For example, the Serbian
exhibits a Science topic with a dominant topic prob-
ability mass of 10% and a Physics topic with a mass
of 15%. Consequently, the Serbian Science topic
group would have the sum of the two topics’ prob-
ability mass, which equals 25%.

From the aggregated results demonstrated in Fig-
ure 3. we can see that approximately each of the
seven South-Slavic Wikipedia corpora samples ex-
hibit characteristics related to the Science and Art
topic groups, which is to be expected from an en-
cyclopedic data source such as Wikipedia.

Additionally, according to Figure 3. based on
our LDA models, the Serbian sample contains the
1. The Art group combines: Music, Literature, most Culture documents (47%), which is the most

and Art. prominent outlier. Other outliers are the Bosnian
and Serbo-Croatian samples, which contain 39%
and 41% Country documents, while the Serbian
sample contains none. Finally, the Bulgarian sam-
ple houses 35% Geo-Politics documents, and the
3. The Culture group combines: Language, Cul- ~ Bosnian samples contain 34% Science documents,

ture, Religion, and Sport. for which the Bulgarian sample contains none.
Interestingly, the Wikipedias, which have a more
4. The Geo-Politics group combines: Geography, balanced distribution of tOpiCS, seem to be the
War, and Politics. Macedonian and Slovene, which might point to-
wards a diverse editor structure and no agenda
5. The History group combines: Historical being pushed by the editors. On the opposite
Events and History. side, if we were to merge the Country and the

2. The Country group combines: Demographics,
National History, Country, and Education.

914



Table 2: Distribution of topics per language

Language Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8 Topic 9 Topic 10
Bosnian Physics Demographics ~ Country National Culture Biology History Music Science Culture
(20.2%) (18.8%) (10.2%) History (10.0%)  (9.6%) (7.6%) (6.5%) (6.3%) (6.3%) (4.4%)
Bulgarian National Politics Education Historical Events  Geography Sport Art Geography Literature War
History (15.3%)  (12.8%) (12.3%) (12.3%) (10.1%) (9.9%) (8.6%) (6.5%) (6.4%) (5.9%)
Croatian Art Culture Art2 Geography Science Anthropology ~ War National Architecture  Physics
(15.5%) (13.5%) (12.9%) (11.9%) (10.5%) (9.5%) (8.9%) History (7.9%)  (4.9%) (4.6%)
Macedonian Astronomy War Demographics  Literature Language Education National Religion Art Science
(20.6%) (12.0%) (10.6%) (9.3%) (9.2%) 9.1%) History (8.7%)  (7.6%) (7.2%) (5.7%)
Serbian Physics Culture Sport Religion Science Sport History Geography War
(14.6%) (12.6%) (12.4%) (11.6%) (10.3%) (10.2%) (10.2%) (6.6%) (6.0%) (5.5%)
Serbo-Croatian ~ National Art Country Culture Demographics ~ Anthropology  History Religion Politics History 2
History (18.9%)  (15.2%) (12.6%) (10.1%) (9.2%) (9.2%) (7.8%) (6.5%) (6.3%) (4.4%)
Slovene Education Astronomy Geography National Literature ‘War Science Sport History War 2
(13.3%) (12.6%) (12.5%) History (11.7%)  (11.5%) (10.1%) (9.7%) (8.4%) (6.7%) (3.6%)

Geo-Politics topic groups to form a novel topic
group whose probability mass distribution is the
sum of the two topic groups’ probability mass vec-
tors, we can construct the following listing, namely,
Bulgarian (63%), Slovene (51%), Serbo-Croatian
(47.3%), Macedonian (43%), Bosnian (39%), Croa-
tian (28.9%), and Serbian (11%). From this listing,
we can measure that this new topic group’s average
is 47.2%, which places the Bulgarian considerably
above the mean and perhaps points towards a some-
what biased editor structure. These observations
are just preliminary and should be followed up by
a more in-depth analysis of topics and other types
of analyses, which we hope to happen in the fu-
ture, especially given the improved accessibility
of Wikipedia texts - the main contribution of this
work.

It should be noted that each of the entries in
Figure 3. are below 50% as to emphasise the point
that even in the constructed samples consisting of
10000 unique documents, there is no apparent bias.

By calculating the row-wise mean for the topic
groups’ entries in Figure 3. we can obtain the
following ordering of topic groups and their aver-
age probability mass, namely, History (6.3%), Art
(14.7%), Geo-Politics (16.0%), Culture (18.0%),
Science (20.9%), Country (24.1%). This order-
ing is also a probability mass distribution and thus
showcases that, on average, each sample’s editors
mostly focus on matters related to their country.
However, the merger of the Art, Culture, and Sci-
ence topic groups from this novel probability dis-
tribution would result in a topic group with 53.6%
probability mass, which is suggestive of the no-
tion that despite the biases that the samples’ editors
might have, overall, Wikipedia is still a source com-
posed of encyclopedic knowledge.

To further quantify our comparison of Wikipedia
contents, we applied pairwise Jenson-Shannon di-
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vergence (JSD) over pairs of topic distributions
of Wikipedias. Jenson-Shannon divergence is a
symmetrized and smoothed version of the Kull-
back-Leibler divergence. The JSD measure en-
ables us to compare probability distributions, such
as the discrete probability distributions housed in
each one of the columns presented in Figure 3.
Through this calculation, we obtain a distance or di-
vergence estimate between each pair of Wikipedias.

0.5

Bosnian

Bulgarian

Croatian U2

-0.2
Serbian K] \

Serbo-Croatian | (0244 K 0.1

Figure 4: Pairwise Jenson-Shannon distance matrix
comparing the results for every South-Slavic sample.

In Figure 4. we present a pairwise matrix that
quantifies the distance between every pair of the
South-Slavic Wikipedia samples. The figure shows
that the Serbian sample is considerably distant from
the rest of the samples, being closest to the Croa-
tian sample. Similarly, the Bulgarian sample is
notably distant from the rest except for the Serbo-
Croatian and the Slovene samples. Among all, the
Serbian sample and the Bulgarian sample are the
most distant pair with a distance of 53%, while the
least distant are the Macedonian-Croatian and the
Macedonian-Slovene pairs with a distance of 22%.

Furthermore, from Figure 4., by calculating the



vector component average for each row (or column,
since the JSD is a symmetric matrix), we obtain the
following ordering of least average distant to most
average distant, namely, Slovene (25.7%), Mace-
donian (25.8%), Serbo-Croatian (28.2%), Croatian
(30.3%), Bosnian (33.1%), Bulgarian (35.8%), Ser-
bian (37.8%). As most average distant, the Serbian
sample is reflective of the most notable outlier of
Figure 3., that is, the 47% probability mass entry in
the Culture topic group. Additionally, the Bulgar-
ian sample is second most average distant due to
the emphasis of the Country and the Geo-Politics
topics.

It should be noted that the aforementioned aver-
age Jenson-Shannon distance ordering consists for
the most part of entries below 50% which is indica-
tive of greater likeness than dissimilarity between
the South-Slavic Wikipedia samples.

4 Discussion

It is reasonable to expect that many of the
Wikipedia articles’ topics are recognisable scien-
tific fields or socio-economic disciplines because
Wikipedia contains various articles contributing to
encyclopedic knowledge. Such is the case for As-
tronomy within the Macedonian corpus, Biology
within the Bosnian corpus, etc.

In this work, we considered only 10000 noun-
documents out of a larger number of Wikipedia
articles, each varying in size and content. Addition-
ally, the Serbian Wikipedia corpus is considerably
more comprehensive, and thus, more extensive in
terms of the number of articles, while some of the
other languages are half of this magnitude or less.
This demonstrates that the number of documents
considered, the sampling strategy, and original size
of the corpora are some of the relevant factors that
influence the generated topics from the LDA mod-
els.

Additionally, the presence of zero element en-
tries in the matrix depicted in Figure 3 is most
possibly related to the need for enlargement of the
sample size to obtain a more comprehensive result
set, in which all Wikipedias samples would contain
only non-zero entries for every topic group in the
corresponding topic group matrix.

The results obtained from our topic modelling
endeavour are in line with our expectations. Each
language describes prominent figures and histori-
cal events, which entails considering geographical
notions, political influences, artistic, cultural, and

ideological interpretations. This showcases the dif-
ficulty in separating the contents into distinguish-
able topics. To further improve our results and
obtain more disjoint topics, our work could benefit
from an approach that has more insight and better
language comprehension abilities.

Other modelling approaches can be employed,
such as a hierarchical topic modelling approach.
Unlike the LDA model, the Hierarchical Dirichlet
Process (HDP) model by design does not contain
a configurable parameter for the number of topics.
The HDP model thus outputs a varying number of
topics based on the input.

Furthermore, other avenues that we may explore
are different LDA model evaluations, formulating
and computing model perplexity, and measuring
topic coherence.

5 Conclusion

The main contribution of our work is a new col-
lection of corpora of high-quality text for seven
South-Slavic (macro-)languages, namely, Bosnian,
Bulgarian, Croatian, Macedonian, Serbian, Serbo-
Croatian, and Slovenian. The corpora were gen-
erated by harvesting Wikipedia dumps and post-
processing them to clean the text from all unneces-
sary phenomena.

We linguistically processed these corpora on the
levels of tokenization, morphosyntactic annotation
and lemmatization. For all languages, except for
Macedonian, we also performed dependency pars-
ing and named entity recognition. The final corpora
are freely available for download'® and concor-
dancer search!!. We plan to generate new versions
of the corpora on an annual basis, improving the
availability of linguistically processed high-quality
corpora for the South-Slavic language group signif-
icantly.

Using these linguistically processed corpora, we
performed a content-analysis experiment via topic
modelling, analysing the topics featured within
the Wikipedia articles across all mentioned South-
Slavic corpora. While our topic modelling results
are a rather shallow and preliminary insight into
the content of the mentioned Wikipedias, a trend
has already emerged. Judging from the dominant
topic percentage entries demonstrated in Figure 3.,
of which all are below 50%, and from the aver-

Ohttp://www.clarin.si/repository/
xmlui/
"http://www.clarin.si/noske/
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age pair-wise Jenson-Shannon distance ordering,
whose entries are to the greatest part below 50%,
we may gather that the results are suggestive of the
notion that the interests of the peoples are more
similar than they are opposed.

The Serbian Wikipedia is surely an outlier in
terms of similarity to other Wikipedias, showing
the most significant topical differences to other
Wikipedias, and will be the first next stop of our
analysis. Similarly, a large part of the samples con-
tained documents designated with topics attributed
to matters related to the country or politics, which
warrant further investigation.

While the presented corpora will be a very
welcome addition to the list of resources for the
South-Slavic language group, we are aware of the
Wikipedia text’s limitations for documenting a lan-
guage. Therefore, we consider it another direction
for future work to be extending these Wikipedia
corpora with another source of relatively inexpen-
sive but more diverse textual material, namely web
corpora.
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