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Abstract
This paper describes the annotation process
of an offensive language data set for Roma-
nian on social media. To facilitate comparable
multi-lingual research on offensive language,
the annotation guidelines follow some of the
recent annotation efforts for other languages.
The final corpus contains 5000 micro-blogging
posts annotated by a large number of volunteer
annotators. The inter-annotator agreement and
the initial automatic discrimination results we
present are in line with earlier annotation ef-
forts.

1 Introduction

The use of words to hurt others is a curious aspect
of natural languages. Besides the scientific curios-
ity, however, certain forms of offensive language
can be harmful to individuals, may have discrimi-
natory, toxifying effects on the society, and can be
against law. An annotated corpus of offensive lan-
guage is, hence, a valuable resource for understand-
ing, identifying and preventing offensive content,
particularly in online communication. This paper
describes such an annotated corpus of Romanian
on social media.
The study of offensive content online goes back

to the earlier days of the Internet (Lea et al.,
1992; Kayany, 1998). However, identifying var-
ious forms of offensive or abusive language online,
such as hate speech or verbal harassment, has at-
tracted considerable recent interest. The increased
interest is evidenced by a number of recent shared
tasks (Kumar et al., 2018; Wiegand et al., 2018;
Zampieri et al., 2019b; Basile et al., 2019) to the
extent that OffensEval 2020 shared task in SemeE-
val evaluation campaign (Zampieri et al., 2020)
received submissions from 145 teams (out of 528
registered teams).
An important ingredient of these studies is an an-
notated corpus. Recent annotations efforts with the

aim of detecting offensive language typically focus
on a particular form of offensive content, such as
hate speech (Agarwal and Sureka, 2015; David-
son et al., 2017; Del Vigna et al., 2017; ElSherief
et al., 2018; Gao and Huang, 2017; Gitari et al.,
2015; Sanguinetti et al., 2018a; Waseem, 2016, just
to name a few), or cyberbullying (Xu et al., 2012;
Dadvar et al., 2013; Dinakar et al., 2012; Nitta et al.,
2013; Van Hee et al., 2015). However, it is often
difficult to study a particular form of offensive lan-
guage in isolation (Malmasi and Zampieri, 2018;
Vidgen and Derczynski, 2020). Fore example, a
classifier trained on a data set that annotates only in-
stances of hate speech may detect other forms of of-
fensive language as hate speech. As a result, some
of the recent studies annotate multiple forms of
offensive language together (Wiegand et al., 2018;
Struß et al., 2019; Zampieri et al., 2019a). In partic-
ular, the annotation scheme for the OLID data set of
English tweets by Zampieri et al. (2019a) has been
used for annotating a variety of languages, includ-
ing Arabic (Mubarak et al., 2020), Danish, (Sig-
urbergsson and Derczynski, 2020), Greek, (Pitenis
et al., 2020), and Turkish (Çöltekin, 2020). Al-
though not identical, the labels used in GermEval
shared tasks (Wiegand et al., 2018; Struß et al.,
2019) are also similar to the label set used by these
data sets.
In this study we use a similar label set and fol-

low similar guidelines for annotation of Romanian
tweets. Following earlier annotation efforts for of-
fensive language, we try to maximize the number of
offensive tweets by obtaining part of the tweets to
annotate using a list of offensive words, but also in-
clude a larger number of randomly selected tweets.
The annotations were performed by volunteers.
For the remainder of this paper, we first describe

the data set and the annotation process, present
evaluation of the data and initial experiments with
identifying offensive language and types of it for
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the present data, and conclude with a brief discus-
sion and outlook.

2 Dataset

This dataset, to our knowledge, is the first of its
kind for Romanian. It includes tweets from a wide
range of topics between the second and third week
of March in 2020. Since COVID-19 has been
one of the main topics of the year, the data in
this dataset consists largely of opinions about the
virus, but also includes political slur and day to day
tweets. In the following subsections, we provide
an overview of how the data was collected and the
annotation guidelines and process.

2.1 Data collection
The tweets for this dataset were collected using the
Twitter API. We use two strategies to collect tweets.
Since most of the offensive language annotation
effort goes into finding few offensive languages
posts among many non-offensive ones, annotating
a completely random tweets is a big undertaking.
As a result, most annotation studies collect the data
based on queries that maximize the number of of-
fensive posts. We followed the same practice, and
a list of offensive words or abbreviations in Ro-
manian such as dracu ‘hell’, măta ‘your mother’
or pulă ‘dick’ were used to collect approximately
1000 tweets. The number of offensive words used
for this part of the task is 25. We complemented
this list with tweets that were randomly sampled
from the Twitter stream by querying 400 most fre-
quent words based on the Romanian section of the
Leipzig corpora (Quasthoff et al., 2014). This is a
method used frequently, since the collected tweets
can be seen as day to day life situations, without
going to deep into a specific area, where multiple
specific words are mentioned. We collected a total
number of 15 000 full length tweets, from which
we removed duplicates and promoted tweets. We
also filtered the tweets based on the following cri-
teria.

• Retweets were filtered out even if the original
tweet was not part of the data set.

• Tweets with less than ten characters were fil-
tered out.

• Any links inside of a tweet were removed.

After filtering, our data includes 820 tweets ob-
tained through the query using offensive words,
and we complemented the tweets to 5000 in total
from the randomly obtained tweets.

2.2 Set of Labels

We follow the annotation scheme suggested by
Zampieri et al. (2019a), and create a three-level
annotation system. At first the annotator needs
to decide whether a tweet is offensive or non-
offensive. Following this decision, if a tweet is
marked as offensive, it needs to be decided if it
is targeted or non-targeted. The final level of the
process is to decide the target of an offensive tar-
geted tweet. This category is split into three differ-
ent target classes, individual, group and other. A
group is defined by being part of an entity such as
race, ethnicity, political interests or gender. If the
target of the offense is an individual, or multiple
individuals that do not fit into the group defini-
tion above, then the target needs to be marked as
individual. Cases that do not fit any of the two
categories, for example an event or an organiza-
tion, are being labeled as other. Together with
the full data set, the annotation guidelines are pub-
lished at https://github.com/guzimanis/ROFF.
Although the relation is not necessarily a one-to-
one relation, the offensive expressions that tar-
get a group are likely candidates for hate speech,
while offensive statements that target individuals
are likely to correlate with instances of cyberbul-
lying or harassment. This set of labels does not
cover every possible aspect of offensive language,
For example, it may be interesting to annotate as-
pects of offensive language, like the aggressiveness
(Basile et al., 2019) or the strength of the offense
(Sanguinetti et al., 2018b). However, for simplicity
and compatibility with a wider set of earlier anno-
tation projects, our choice is limited to the label set
defined above.1

2.3 Annotation Process and Data Analysis

The annotators were recruited from the author’s
contacts. All 33 annotators are native speakers of
Romanian and have at least a high school degree
or higher. Annotators volunteered for this project
and did not get any benefits. The age of the anno-
tators ranges between 18 and 55 years and the ex-
perience of using Twitter as a platform is between
zero and 2 to 3 times weekly. It is worth men-
tioning that some annotators live outside Romania
and can therefore have a different perception of

1The task involves a fair degree of subjectiveness. Differ-
ent people have different interpretations of what is offensive.
The additional aspects of the offensive language also tend to
include more subjectivity, and lower inter-annotator agreement
as reported in these studies.

https://github.com/guzimanis/ROFF
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offensiveness of a tweet. The annotators received
clear instructions on how to perform the annota-
tion and were asked to annotate 50 example tweets,
before being handed the proper data. The initial
annotations are reviewed by the authors and the
annotation guidelines were revised to resolve some
of the potential ambiguities in the initial guidelines
that resulted in high disagreement.
All 5000 tweets in our sample were annotated

by at least one annotator, and 2100 of the tweets
received annotations from two annotators. We re-
port the inter-annotator agreement on these 2100
doubly-annotated tweets. The agreement for the
first level annotation (is the tweet offensive or not?)
is 86.70% (Cohen’s Kappa κ = 0.52), for the sec-
ond level (is the tweet targeted or not?) 58.30%
(κ = 0.17) and for the third level (who is the target
of the tweet?) 43.20% (κ = 0.20). Cohen’s Kappa
shows that there is a moderate agreement between
the annotators when looking at a tweet and decid-
ing if it is offensive or not. Presumably due to sub-
jectivity of the task, and differences in annotation
instructions, the reported annotator agreement on
similar tasks vary considerably. As a reference, the
study that forms the basis of our annotation scheme
(Zampieri et al., 2019a) report a raw agreement rate
of 60%. The agreement on further levels of anno-
tation is lower. The metrics and scores reported in
earlier literature vary considerably. However, the
low agreement is a known problem for this task
(Vidgen and Derczynski, 2020).
The difficulty of this task can be observed in (1).

The annotators disagreed on this example. Since
most of the sentences that include foul language are
due to the subjective judgment of each annotator,
it is open to argument whether examples like these
are offensive or not.

(1) @sopeprotector lol am si eu ham din asta e al
dracu de tampit tho il port cateodata

@sopeprotector lol I have a harness from this
too, it’s damn stupid, I wear it sometimes

The second level of annotation is to decide if a
tweet is targeted or not. For example, (2) was
marked as targeted by one annotator but untargeted
by the other. There is no clear answer that can be
applied to each sentence, hence, there are many
discrepancies between the annotators on this level.

(2) @FIFAMobiledaily in pula cu satelitul ca tre-
buie sa ma duc la munca

@FIFAMobiledaily In the cock with the satel-
lite that I have to go to work

The most complicated part of the annotation was
to decide which target the tweet has. Here the
annotators had different answers in many cases,
hence there the highest disagreement between the
annotators is for this annotation level. Most of the
time it is difficult to recognize the target directly,
since it is not always directly mentioned in the
tweet. As can be seen in (3), ‘those’ and ‘TV guys’
are possible targets of the tweet.

(3) Ce plm au ăstia de la TV impotriva ăstora
care vând chestii mai rare?

What the fuck do these TV guys have against
those who sell weirder stuff?

One of the annotators decided that this tweet is
targeted towards an individual and the other chose
the label OTH, since it is not clear enough which
target it is. This confusion can be explained by
the lack of context for these tweets. Since each
tweet is being handled individually, the annotators
often do not have a certain feeling for the context
of the tweet. In general, some tweets can be seen as
offensive without context, others need the context
to be correctly annotated.
For doubly-annotated texts, the conflicts were re-
solved by the authors. Resolution action favored
the offensive label in most cases. The final data
set consists of 5000 tweets, from which 924 were
labeled as offensive (18.48%) and 4076 tweets as
non-offensive. The detailed label distribution is
presented in Table 1. All except one of the 820
tweets obtained by querying offensive words were

label count percent

non-offensive 4076 81.52
offensive 924 18.48

not targeted 185 20.02
targeted 739 79.98

group 176 23.82
individual 413 55.89
other 150 20.30

Table 1: The distribution of the labels in the final data
set. The percentages represents percentage of the label
within its parent category (e.g., 23.82% of the targeted
tweets have target ‘group’).
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annotated as offensive, while only 3.47% of the
random tweets got an offensive label in the final
annotation.2

3 Classification Experiments

In this section, we report initial classification re-
sults on the data set. Since we use a ‘closed ex-
periment’ setup without any external information
or data augmentation, the results can be improved.
However, we believe the classification scores pre-
sented here can serve as a strong baseline.
Following OffensEval shared tasks (Zampieri

et al., 2019b, 2020), we present results of three
separate tasks. The first task, task 1, is identifying
whether a given post is offensive or not. In task 2,
we aim to identify whether an offensive tweet is
targeted or not. Finally, task 3 is about classifying
the target of a targeted offensive tweet.
For all tasks, we use an LSTM-based classifier.

The model uses words (tokenized using regular
expressions) as input. The model first embeds
the words in an embedding space of 64 dimen-
sions. The embeddings are initialized randomly,
and only learned during training. The embeddings
are passed to a single left-to-right LSTM layer with
64 units and followed by a dropout rate of 0.10.
The representation built by the LSTM layer at the
final time step is passed to a fully-connected classi-
fication layer with a sigmoid or softmax activation
depending on the task. Model was trained on 50
epochs with the Adam optimizer and cross-entropy
loss function. The implementation uses Python
Keras library (Chollet et al., 2015).
The results for all three tasks were presented in

Table 2. The scores are similar to the earlier re-
sults obtained for other languages on similar data
sets. For example the best macro-averaged F1 score
reported in the OffensEval 2019 shared task for En-

2This means that to obtain the same amount of offensive
tweets, we would need to annotate more than 25 000 randomly
sampled tweets.

Task Precision Recall F1 Score

Task 1 0.91 0.88 0.87
Task 2 0.89 0.88 0.86
Task 3 0.49 0.48 0.47

Table 2: Results of all three classification tasks. For
compatibility with earlier reports in the literature, all
scores are macro averaged.

glish are 82.90, 75.50 and 66.00 for tasks 1, 2 and
3 respectively.
Not surprisingly, the model’s performance on de-

tecting offensive language is better than detecting
whether an offensive text targeted or not, which, in
turn, is better than the 3-way classification of tar-
geted texts to respective target groups. A reason for
the low score on target classification is due to the
fact that the label OTH is not clearly defined, since
it can be used for various targets, e.g., events or
organizations, and can therefore be often confused
with other target groups.

4 Conclusion & Future Work

We presented a manually annotated corpus of Ro-
manian offensive language on Twitter. Our annota-
tion scheme is compatible with a number of recent
offensive language annotation projects for other
languages. As a result, the corpus is suitable for
multi-lingual and cross-lingual research on analysis
or detection of offensive language.
Overall, the inter-annotator agreement and initial

machine learning experiments on the data yield
similar results with earlier studies on offensive lan-
guage. Although similar to the earlier studies, the
offensive language detection results can definitely
be improved using external resources, such as by
using word embeddings, or by fine-tuning large
pre-trained language models on this data. Further-
more, the uniform annotation scheme with other
languages may allow cross-lingual transfer through
translation and/or use of cross-lingual, shared word
or sentence representations.
Although the data set created in this study com-

parable to many of the other data sets presented
in the field (see Vidgen and Derczynski (2020) for
a recent review), an obvious direction for future
research is to increase the size and diversity of the
data.
Most earlier data sets are either annotated by ex-

perts, or through crowd sourcing. In this study,
we chose to rely on volunteers. Even though this
is a common practice for finding participants for
experiments in many fields, it is not common in an-
notation projects. Even though we did not use any
gamification or other means to attract annotators,
we received annotations from over 30 annotators.
The present method can be applied where a crowd
annotation is possible, and potentially result in a
higher quality in comparison to the crowd sourcing.
An interesting direction for future research is to
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compare the quality of the data obtained through
different methods of recruiting annotators.
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