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Introduction

The PrivateNLP workshop aims to bring together practitioners and researchers from academia and
industry to discuss the challenges and approaches to designing, building, verifying, and testing privacy
preserving systems in the context of Natural Language Processing.

This year, the workshop accepted 7 papers and one non-archival paper. These accepted papers cover
federated learning, text perturbation mechanisms, privacy preserving language models, and secure
multiparty computation.

We have 2 invited speakers: Travis Breaux (Carnegie Mellon University) and Adam Dziedzic (Vector
Institute and The University of Toronto).

We would like to thank the Program Committee members who kindly reviewed the submissions, as
well as the invited speakers, and the workshop co-organizers, Oluwaseyi Feyisetan (Amazon, USA),
Sepideh Ghanavati (University of Maine, USA), Shervin Malmasi (Amazon, USA), and Patricia Thaine
(University of Toronto, Canada).
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