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Abstract

There are two types of datasets for data-to-
text: one uses raw data obtained in the real
world, and the other is constructed artificially
for a controlled task. A straightforwardly out-
put text is generated from its paired input data
for a manually constructed dataset because the
dataset is well constructed without any excess
or deficiencies. However, it may not be possi-
ble to generate a correct output text from the
input data for a dataset constructed with real-
world data and text. In such cases, we have to
provide additional data, for example, data or
text attribute labels, in order to generate the ex-
pected output text from the paired input. This
paper discusses the importance of additional
input labels in data-to-text for real-world data.
The content and style of a market comment
change depending on its medium, the market
situation, and the time of day. However, as
the stock price, which is the input data, does
not contain any such aforementioned informa-
tion, it cannot generate comments appropri-
ately from the data alone. Therefore, we anal-
yse the dataset and provide additional labels
which are unpredictable with input data for the
appropriate parts in the model. Thus, the accu-
racy of sentence generation is greatly improved
compared to the case without the labels.The re-
sult suggests unpredictable attributes should be
given as a part of the input in the training of
the text generating model.

1 Introduction

Data-to-text generation is the task of generating tex-
tual descriptions from numerical time series or struc-
tured data, including sports data (Wiseman et al.,

2017) and market data (Murakami et al., 2017). The
majority of the recently proposed models for this
task are neural network-based language generators
conditioned to the structured or numerical data. We
usually rely on large training datasets for training
neural networks.

However, many datasets used for data-to-text gen-
eration are artificial because they are constructed as
benchmarks for language generation research. Such
artificial datasets are usually constructed by crowd
workers working under constraints; for example, the
target texts should only mention the information in
the input data. For instance, the target text in the
E2E dataset (Novikova et al., 2017) is constrained to
mention all parts of input Meaning Representations
(MR) and ToTTo (Parikh et al., 2020) is the dataset
for the task of generating a one-sentence description
that mentions the highlighted cells of a Wikipedia
table. The highlighted cells were manually selected
to provide sufficient and not excessive information
to generate the sentence description. All the existing
datasets above focus on texts that contain only the
information in the inputs.

However, some datasets are constructed by ex-
tracting real-world data that do not impose these
constraints. For example, RotoWire (Wiseman et
al., 2017) is a dataset consisting of basketball game
summaries aligned with the box scores and the line
scores; both input data and target texts are profes-
sionally written and extracted from an actual website.
The target texts in such a dataset often contain infor-
mation that is not included in the input box score or
line score. Filippova (2020) also highlight that some
target texts in the WikiBio dataset are not properly



aligned with the input data. These existing studies
suggest that non-artificial datasets used for a data-to-
text often contain attributes that cannot be estimated
only from the input (e.g., who writes the text, and
when the text is to be published). Therefore, we in-
vestigate such unpredictable attributes in a dataset for
the data-to-text task in this study.

As an example of such non-artificial datasets, we
focus on the dataset for the task of market comment
generation (Murakami et al., 2017; Aoki et al., 2019),
where a model generates a market comment given
time-series numerical data about indices on the stock
market. The market comments are collected from the
past real-news data. Additionally, the time-series nu-
merical data are past real indices of the stock market.
The market comments of this dataset are in different
styles. For example, some market comments are writ-
ten as prompt reports, while the others are written
as regular reports to be published at the fixed times.
Additionally, some market comments have a certain
writing style in their lexical choices. Such attributes,
including writing styles and prompt or regular, might
be unpredictable, but can still affect the text to be
generated.

To investigate unpredictable attributes in the
dataset, we first design the labels of writing style
and prompt or regular that cannot be captured from
the input data. We then integrate the embedding of
these labels into a baseline encoder-decoder model.
We compare several models with the label embed-
dings incorporated into different modules in the base-
line model. We then evaluate the models on the
task of generating Japanese market comments on the
Nikkei Stock Average (Nikkei 225) regarding vari-
ous metrics, including BLEU (Papineni et al., 2002),
accuracy, specificity and F-measure of movement
representation generation.

It is not surprising that adding the labels captures
the writing style and increases BLEU scores. How-
ever, we show that the labels also improve the accu-
racy of the stock price movements expressed in the
generated text. Our model, enhanced with labels, ac-
tually outperformed the baseline with a large margin
of approximately 15% in terms of the BLEU score.
Furthermore, it scored more than 10% higher than
the model that uses only the information about the
time of publication, which is also used in a study
(Murakami et al., 2017). These large improvements

imply the unpredictable attributes in the target texts
in the dataset and the need for external information
in the input data.

2 Related Work

Data-to-text, the task of generating a textual descrip-
tion about input data, has been studied in various do-
mains, such as weather forecasts (Belz, 2007; Angeli
et al., 2010), healthcare (Portet et al., 2009; Banaee et
al., 2013), and sports (Liang et al., 2009). The task is
traditionally divided into two sub-problems (Kukich,
1983; Goldberg et al., 1994): content selection, which
determines “what to say”, and surface realization,
which determines “how to say”, and these are ap-
proached using templates (van Deemter et al., 2005)
or statistically learned models with hand-crafted fea-
tures (Belz, 2008; Konstas and Lapata, 2012). Re-
cent models use a neural network-based end-to-end
approach for large amounts of data provided from
various industries such as finance, pharmaceuticals,
and telecommunications. Such large datasets enable
us to train, for example, encoder-decoder models
(Sutskever et al., 2014), which can capture the rela-
tion between input and target texts and produce fluent
texts (Mei et al., 2016; Lebret et al., 2016a). How-
ever, most studies assume that the input and target
texts align correctly, and all necessary information to
generate target text is included in the input.

Only a few studies argue that target texts in the
dataset used in data-to-text tasks cannot be com-
pletely predictable only from the input data. For
example, Filippova (2020) mentions that the target
texts in well-known datasets such as WikiBio (Lebret
et al., 2016b) are not completely predictable only
from the input because they include noises that in-
put data and target texts are not aligned correctly.
In contrast, in our setting, the numerical input data
and target comments are correctly aligned with each
other. However, the target texts are not predictable
only from the input data because there are multiple
target comments for the same input.

The use of external information is known to im-
prove the performance of data-to-text models. For
example, Saleh et al. (2019), Iso et al. (2019), Gong
et al. (2019) use information about the previous or
next match or the author information, which are not
in the input box or line scores. While their purpose



is to improve the performance of the models, we
use external information to investigate unpredictable
attributes in the market comment generation task.

3 Previous Study: Market Comment
Generation

This section describes the method for generating mar-
ket comments from stock prices proposed by Mu-
rakami et al. (2017), used as the base method in our
study.

Murakami et al. (2017) use both long- term and
short-term vectors for stock price movements. To
represent the long-term price movement, they use
the closing price data for M days and represent as
Tiong = (Tlong,1Tlong,2, - - - » Tlong,M )- Similarly, they
use the NV latest values of the 5-minute time frame
to represent the short term price movement and set
Lshort — (xshort,lxshort,% cee 733'short,N)- Through pre-
processing, including standardization and moving
reference, these vectors are transformed into vectors
az{ong and w/short‘l
In the encoding step, the vectors j,,, and x, .
are fed to multi-layer perceptrons (MLP) to obtain
the intermediate representations hjong and hghor:

Riong = MLP[x],], (1)
Phort = MLP[xl; ] )

These vectors are combined to obtain the hidden state
m of the encoder:

m = Wm[hlong§ hshort] + bm (3)

In the decoding step, Murakami et al. (2017)
set the initial hidden state sg of the decoder as m
shown in Equation 3, and use LSTM (Hochreiter and
Schmidhuber, 1997) as the decoder:

S; = LSTM([wi—l; ltime]’ 31;1) “)

where i, is the embedding of the time label ob-
tained from the delivery time of the comment. The
time label embedding is the hour in which the deliv-
ery time of the comment falls into; 9:10 am and 9:30
am are associated with the same time label embed-
ding. It is used as an additional input in each step
of LSTM in order to generate the word depending

IRefer to Murakami et al. (2017) for details.

on time. This is inspired by the speaker embedding
introduced by Li et al. (2016). As in the standard
LSTM decoder, s; is fed into a linear layer and a
softmax layer to calculate the probability of the next
word.

4 Dataset Analysis

This section analyses market comments in the dataset
used in the existing studies (Murakami et al., 2017,
Aoki et al., 2018) to investigate unpredictable at-
tributes, which makes the task partially ill-posed. Ad-
ditionally, we show some market comments aligned
with exactly the same input, because such examples
illustrate the partial ill-posedness of the task.

In the following section, we describe the steps to
construct the dataset to explain why there are multiple
comments for the same input. We then analyze the
factors that cause different characteristics of other
comments from the same input data.

4.1 Procedure for Creating the Dataset

We describe the construction of the dataset used in
the existing studies (Murakami et al., 2017; Aoki
et al., 2018). As the time series in the original data
consisted of many data points with very short time
intervals (i.e., 15 sec), they needed to be binned into
rather larger bins (i.e., periods of 5 min), resulting
in a new time series consisting of the representative
values (i.e., the last data points) of the bins. The
market comments delivered at a time in each bin are
all aligned with its representative value. We note that
this type of binning process is not uncommon when
input data are continuous, and that the issue is not
entirely specific to this dataset.

Specifically, the input data are the same when mul-
tiple market comments are delivered during a cer-
tain S-minute period. Additionally, the market com-
ments in the dataset have different writing styles;
comments in one style tend to start with Nikkei 225,
and comments in the other style tend to start with The
Tokyo Stock Exchange. Our validation dataset con-
tains 1,176 unique inputs, with a total size of 1,751
owing to this one-to-many alignment.

4.2 Comparison of Multiple Comments
Aligned with the Same Input Data

Table 1 shows examples of multiple comments that
are aligned with the same input. We selected one



Type of Difference Market Comments

(Pivot comment)

Nikkei 225 opened with a continual rise. The price is 17024 yen, which is 9 yen higher.

HiEY, i clhE 5, oMED17024H

Content order

Nikkei 225 started with 17024 yen, 9 yen higher, with a continual rise.

4371 . OB 17024 Tl L Thi £ 5.

Lexical choice

Nikkei 225 opened with a continual rise. The opening price is 17024 yen, which is 9 yen higher.

H&REY, Gl ClhE 5, RIEIXOM & D17024

Informativeness Nikkei 225 opened with a continual rise.
e, i TihE 5,
Others Nikkei 225 is up over 100 yen.

Hig s, EFiE100M X %,

Table 1: Example of different market comments with the same input data.

comment as a pivot comment. We then compared
this comment with the others for understanding the
differences between them. We observed that the other
comments were different from the pivot comment in
at least four different aspects:

Content order: the orders of the contents expressed
in the comments are different.

Lexical choice: the same content is expressed with
different words.

Informativeness: the amount of information is dif-
ferent.

Others: other types of differences.

Although Table 1 is an example, the differences listed
in the table are common and are discussed further in
the next subsection.

4.3 Factors that Cause Differences

We realized that some of the market comments in our
data reflect market conditions up to some fixed times,
such as 9:00 am, 10:00 am, 11:30 am, 12:30 pm,
2:00 pm, 3:00 pm; they are regular reports. The other
comments are prompt reports delivered at times when
some events worth reporting occur. We also observed
two different writing styles in our dataset: 62.70%
of the market comments in our validation dataset
start with Nikkei 225, while the others start with The
Tokyo Stock Exchange. We also realized that some
comments are supposed to be important, marked with
a special token 4 at the beginning of a comment.
These three attributes are regular/prompt, writing
style, and supposed-importance. In the following

section, we examine how these attributes affect the
market comments.

Analysis of information amount

We first analyzed the average length of comments, as-
suming that the comment length was correlated with
the amount of information contained in the comment.
The average number of tokens in regular comments
was 8.04, while that of prompt comments was 6.14.
This implies that regular comments contain more de-
tailed information. Similarly, the average number of
tokens in the supposedly-important comments was
8.21, while that of the other comments was 7.24. This
implies that the supposedly-important comments are
more informative than the others. By writing style,
the average number of tokens for comments starting
with Nikkei 225 was 7.96, while the average number
of tokens for comments starting with The Tokyo Stock
Exchange was 6.99. This implies that the comments
starting with Nikkei 225 are more informative than
those starting with The Tokyo Stock Exchange.

Analysis of content and order

We analyzed the differences in the content and
their orders in the market comments. We de-
noted temporal expressions as TIME, stock prices
as PRICE, and expressions of stock price move-
ment as MOVE, to examine the contents (i.e., TIME,
PRICE, and MOVE) mentioned in the comments
and their order. For example, “Nikkei 225 opens
with a continual rise. The price is 17024 yen,
9 yen higher” is replaced with [TIME, MOVE,
PRICE, PRICE, MOVE]?Z. Inregular comments,

2The original dataset is Japanese. We translated the examples
for an explanation.



[MOVE, TIME, PRICE, MOVE, PRICE] ac-
counted for the largest proportion (17.23%) and
[TIME, MOVE] for the second largest propotion
(16.34%) , while the largest proportion of prompt
comments was [MOVE, PRICE] (56.54%). This
is because the regular comments contain TIME,
while the prompt comments do not. Further,
35.65% of the supposedly-important comments were
[MOVE, TIME, PRICE, MOVE, PRICE], ac-
counting for the largest proportion , whereas, in
the others, this content and their orders were
only 1 out of 1,103, while [TIME, MOVE] ac-
counts for the largest proportion (19.95%). The
places where TIME entries and also the content
amount are different. The contents and their or-
der are different, whether it is regular or prompt
reports and the supposedly-important comments.
Regarding the writing styles, 21.22% of com-
ments that start with Nikkei 255 were [MOVE,
TIME, PRICE, MOVE, PRICE], and [MOVE,
PRICE] accounted for the second largest propor-
tion (20.77%). However, neither of them is in the
comments starting with The Tokyo Stock Exchange,
while [TIME, MOVE] accounted for the highest
percentage (28.79%).

Analysis of lexical choice

We examined differences in lexical choice. The third
example in Table 1 contains the expression opening
price, which does not appear in the pivot comment.
Such differences in lexical choice cannot often be
captured from the input data, and can depend on an
unpredictable attribute.

Analysis via attribute prediction

Finally, we examined whether these attributes are
unpredictable from the market price data. We used
a classifier consisting of the encoder used by Mu-
rakami et al. (2017) as the encoder of the market
generation model in Section 6 and the softmax layer
for classification. In our experiments®, the accuracy
of regular or prompt classification was 78.62%. As
76.87% of the market comments in our validation
dataset are regular reports, the result suggests that
our regular/prompt classifier is not better than the
majority baseline. The prediction accuracy of classi-

*Details of the experiments are the same as the experiments
described in Section 6.

fication of the supposedly-important comments was
65.87%, which was also not significantly different
from 62.99%, the accuracy of the majority baseline.
In contrast, 62.70% of the market comments in our
validation dataset started with Nikkei 225, while the
others started with The Tokyo Stock Exchange. The
accuracy of writing style labeling was found to be
73.39% using attribute prediction checking. This is
because the writing style that starts with The Tokyo
Stock Exchange is strongly related to time. The accu-
racy within a range of 10 minutes after the times at
which the market prices are referred to in the regular
reports is 65.96%.

These results suggest that these attributes are
mostly unpredictable. Therefore, the difference in
the market comments derived from these attributes
cannot be captured from the input series of stock
prices.

5 Label Integration for Market Comment
Generation

In Section 6, we show that the unpredictable at-
tributes largely improve the performance of market
comment generation, and argue that these unpre-
dictable attributes should be provided as part of the
input. In this section, preparing for the experiments,
we describe how we integrate the information from
the unpredictable attributes discussed in Section 4.2
with market comment generation models. We first de-
sign labels representing unpredictable attributes, such
as writing style and importance. We then describe
our models that using these labels as the additional
input. Note that our objective is not to propose a
novel model for market comment generation, but to
show the impact of unpredictable attributes and argue
that such unpredictable attributes should be given as
a part of the input.

5.1 Designing Labels

In Section 4.2, we argued that some differences in
comments might be caused by factors such as dif-
ferences in writing style, regular/prompt, and the
supposed-importance. Table 2 shows labels reflect-
ing such factors. In addition to the time label for
each hour described in Section 3 (Murakami et al.,
2017; Aoki et al., 2018), we prepare two new labels:
writing style and importance.



Label

writing style

Values
Nikkei, TSE

importance  regular N supposedly-important,
prompt N supposedly-important,
regular N not supposedly-important,
prompt N not supposedly important

time 9:00-9:59am, 10:00-10:59am, . ..

following Murakami et al.

Table 2: Labels and their values

The writing style label comes directly from the
writing style attribute discussed in Section 4, and has
two values: Nikkei and TSE*. The market comments
starting with Nikkei 225 are annotated with Nikkeli,
while those starting with The Tokyo Stock Exchange
are annotated with 7SE.

We define the importance label as a Cartesian
product of the regular/prompt and the supposed-
importance attributes because both these two at-
tributes are related to the importance of comments.
Namely, the importance label has 4 values: regu-
lar N supposedly-important, prompt M supposedly-
important, regular N not supposedly-important, and
prompt N not supposedly-important.

5.2 Models

Consider the following three different methods for
feeding the labels obtained in Section 4.2 (shown in
Figure 1); (a) with input data, (b) after the encoder,
i.e. just before the decoder, and (c) each step of the
decoder. Each value of the label is represented as an
embedding, which is obtained through training. We
refer to it simply as label embedding, and denote it by
. Formally, we change the formula for calculating
the states of the network as follows: In the case of
(a), Equations (1) and (2) are

higng = MLP[m{OHg; 1], 5)
Psort = MLP[&por; . ©)

In the case of (b), Equation (3) is
m = Wy, [Biong; Pshort; U] + brn. @)

In the case of (c), Equation (4) is
s; = LSTM([w;—1;1], si—1). ®)

*Tokyo Stock Exchange

Nikkéi Began
AL A

9]eU212DU0D
Ieaur|

@) - (b) @

Figure 1: Overview of network

When we use more than one label, we concatenate
on the embeddings of the labels. For example, when
all three labels we prepare are used at the same time,
and [ is represented as:

l= [ltime§ lwriting style; limportance] )

where lijne is a time label embedding, lyriting style 18
a writing style label embedding, and linportance 1S an
importance label embedding.

6 Experiment

We use the following three labels which are relevant
to the output text: (1) time, (2) writing style, and
(3) importance. We experiment with the following
three ways for injecting these labels: (a) with input
data, (b) after the encoder, that is, just before the
decoder, and (c) at each step of the decoder.

6.1 Dataset

We use a five-minute chart of the Nikkei 225 from
December 2011 to October 2016 as numerical time-
series data, which are collected from Thomson
Reuters DataScope Select’. As market comments,
we use 15,831 headlines from Nikkei Quick News
(NQN), which are written in Japanese, describing the
behavior of Nikkei 225. We remove descriptions of
other economic indices from each headline, such as
the U.S. equities and foreign exchange. Addition-
ally, referring to Murakami et al. (2017), we replace
numerical values in the headline with generalization
tags. The headlines are divided into three parts based
on the period of publication: 12,391 for training (De-
cember 2011-October 2015), 1,751 for validation

5https ://hosted.datascope.reuters.com/
DataScope/



(a) (b) (c)
without labels: 35.82
37.42 40.78 40.44
4351 43.52 44.28
48.78 48.50 50.18
without labels: 36.79
4042 41.40 39.66
46.69 46.54 47.36
52.77 5190 52.15

Valid

time label
writing style label
importance label
Test

time label
writing style label
importance label

Table 3: BLEU (%)

In the validation dataset, the highest BLEU score was
obtained when an important label was injected in (b).
The lowest was the time label in (a), whereas it was
higher than without labels. In the test, the highest
score was obtained by injecting an important label
in (c), the lowest was the setting of previous studies,
injecting the time label in (c).

(October 2015-April 2016) , and 1,689 for testing
(April-October 2016).

6.2 Experimental settings

Consistent with previous studies, we conduct experi-
ments with the following settings: All MLPs in the
model have three layers with 256 hidden dimensions.
The decoder, LSTM, has a single layer with 256 hid-
den dimensions. For the length of the short- and
long-term vectors, we set M = 7 for x;,,, and
N = 62 for xz.+. Each value of the three labels,
time, writing style, and importance is embedded in a
64-dimensional vector. We train the models for 150
epochs with a mini-batch size of 100, using Adam
optimizer (Kingma and Ba, 2015) with the initial
learning rate 1 x 10~%, and save the parameters at
every epoch, selecting the model with the highest
BLEU score on the validation dataset.

We use BLEU (Papineni et al., 2002), which eval-
uates the quality of text using the similarity between
the gold texts and the generated comments. We also
assess whether the expressions referring to the move-
ment of the target stock price® are generated appro-
priately in the comments.

6.3 Results

Table 3 presents the results of the BLEU evaluation.
BLEU scores increased in all cases with labels, com-

bfall down, continual rise, rebound, fall back, up, down, high,
low

@ (c)
Accuracy without labels: 89.27
time label 90.26 90.88 90.96

90.61 90.64 90.68
91.40 91.27 9140
without labels: 93.25
93.86 94.05 94.08
94.06 93.97 94.04
95.27 95.08 95.29

writing style label
importance label
Specificity

time label
writing style label
importance label

F-measure without labels: 56.96

time label 6091 63.82 64.68
writing style label 63.17 63.36 63.83
importance label  65.01 65.08 65.19

Table 4: Evaluation by movement representations
with validation dataset (%)
Injecting importance label at (c) provides not only the

highest accuracy but also the highest specificity and
F-measure.

pared to those without labels. Although the time label
used in the previous studies (Murakami et al., 2017;
Aoki et al., 2018) contributed to the improvement
of the score, it was not the most effective label. Us-
ing writing style label and importance label, which
are found by the dataset analysis, are significantly
more effective in raising the scores. The highest
BLEU score with one label in the validation case was
50.18% when the importance label was used in (c),
nearly 15% higher than the score obtained without la-
bels. It is also more than 10% higher than the setting
of previous studies with time label in (c).

Table 4 shows the evaluation results with move-
ment representation. Notably, the use of labels con-
tributed to improving not only the accuracy of the
comment generation but also the selection of the cor-
rect movement expressions. As with the BLEU score
evaluation, the accuracy is increased in all cases with
labels, compared with the case without labels. Fur-
thermore, along with the accuracy, the specificity and
the F-measure improved. When using the importance
label in (c), the F-measure improved more than 8%
compared to that without labels. From the above ob-
servations, even though the labels themselves do not
contain any clue about data movement, labels gen-
erate stylistically correct comments and an accurate
description of the data.

There were no significant differences in the results
between the label injection ways (a), (b), and (c),



Gold
(I) Nikkei 225 continued to fall, closing down 69 yen
to 17697 yen.
H#EEE,  fedk KE[1HE69M 2 D17697H
(I)  Nikkei 225 closed with continual fall.
HfEE KRBT, ik
TSE closed with continual fall.
HEERTNT . ek
Prediction
Without labels
Nikkei 225 continued to fall, closing down 69 yen
to 17697 yen.
H#EE, fedk KE11TIX69F 2D 17697
With all labels
(I)  Nikkei 225 continued to fall, closing down 69 yen.
HEFIa, Widk Kl I1keor %
(I)  Nikkei 225 closed with continual fall.
HfSE KRBT, #idk
TSE closed with continual fall
HEERFNT . ek

¢y

ey

Table 5: Generated market comments with/without
labels from the same input data of stock price

whereas, in the choice of labels, the use of the im-
portance label gave the highest scores. As defined in
Section 5.1, the importance label is a combination of
the regular/prompt and the suggestedly-important at-
tributes, which both had lower classification accuracy
than the majority baseline in the results of Analysis
via attribute prediction in Section 4.3. Therefore,
these results suggest that using attributes that are not
predictable improves the scores.

Table 5 shows examples of the generated com-
ments with the same input data; Without labels, the
generated comments remain the same. In contrast,
with labels, they generate different comments, and
each comment is similar to its gold output text.

7 Conclusion

Our research focused on generating market comment
text with time-series market data, one example of
the data-to-text using real-world data and text. By
re-validating the existing dataset, we found that there
are unpredictable attributes in the dataset, making it
impossible to generate the correct market comments
from the input. We created two additional labels
out of the unpredictable attributes, and fed the la-
bels to the neural network-based model. Although
it is not surprising that the use of labels improves

the generation performance, we also observed the
positive side effect that the labels improved the se-
lection of movement expression. The impact of the
unpredictable attributes suggests that the text gen-
eration model should not be trained in the presence
of unpredictable attributes, but instead such unpre-
dictable attributes should be given as a part of the
input. We leave the way of automatically discovering
such unpredictable and accuracy-enhancing attributes
as future work.
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